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What Contents Are Included in This Tutorial?

* Poetry Generation
* Story Generation

* Multi-Modal Generation
Visual Storytelling

Visual Poetry Generation

e (Other Genres

Couplet
Lyrics
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Target Audience

* Ph.D. students or researchers who are working on artistic text

generation.

* Anyone who wants to learn how neural approaches (1.e., deep
learning techniques) can be applied to artistic text generation.

* Anyone who wants to build an artistic text generation system (e.g.,
story, poetry, couplet) with state-of-the-art neural technigues.
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* [ntroduction
* Background Knowledge

* Existing Methods
Poetry Generation
Story Generation
Multi-Modal Generation
Other Genres

e Recent Trends and Future Direction
* Q&A
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* |ntroduction
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Task Description of Poetry Generation

T T

f
[ Input ] L | Topic: Presidential elections Missing_You

o - ——— - ] ————————— T ) S -

B S I 4 2 A BB, (*ZPPZ) ___.
To hear the sound of communist aggression!

[ never thought about an exit poll,
At a new Republican convention,

|
[ Output ] \ E On the other side of gun control.

-

Red berries born in the warm southland.
# % % JLE? (PPZZP)
How many branches flush in the spring”
R B % X#. (*PPZZ)
Take home an armful, for my sake,
) AR B. FZZPP)

----------------------------------------------------------------------------------------------------------

As a symbol of our love.

e

 ——

* Input: a piece of text

* Qutput: a poem that

' ' Marjan Ghazvininejad et al. ACL" 17
meets glven constraints Xingxing Zhang et al. EMNLP" 14
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Example System: Jiuge

[Settings]

[ Input ]

[ Output ]

Classical Stylistic
Quatrain Quatrain

LR A

b M — A 5
HA A
fE ¥ B A2
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https://jiuge.thunlp.cn/jueju_en.html

Task Description of Story Generation

. - _ : : Examples
Definition 1: [Martin et al. AAAI" 18] Input: Fans came together to celebrate the opening of
Automated story generation is the problem of a new studio for an artist.
Output: The artist provided champagne in flutes for
everyone. Friends toasted and cheered the artist as she
actions, or words that can be told as a story. opened her new studio.
Input: Last week I attended a wedding for the first
time.
- _ , Output: There were a lot of families there. They were
*  Definition 2: [Xu et al. EMNLP" 18] all taking pictures together. Everyone was very happy.
Input: A short description of a scene or an The bride and groom got to ride in a Iimo that they
rented.

automatically selecting a sequence of events,

event.

Output: A relevant narrative story following the  Table 1: An illustration of narrative story generation.

Input.
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Demo Story Generation System

Stories v1.0 Auto Interactive Advanced ~

school -> was -> asked -> said -> told

e ]

i i

l e tostory e

1 1

i it was a hot summer day . i went to school the other day. i went to school the other day. i

[ O u t p ut ] i the kids were bored . it was my first day of school. it was my first day of high school. i
i they decided to go to the park . i asked my mom if she could go with me. i asked my mom to take me. i

1 they played in the water . she said yes. she said no. i

i they had a great time . she said yes. i

1

Disclaimer: All the entries made in this website will be logged for academic research.

http://cwc-story.isi.edu/
Goldfarb-Tarrant et al., NAACL-HLT = 2019
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Image-Inspired Poetry Generation

AN

[Input]

o i o e
i

4

- e >

1. _ By fr— iy R F3E o LW A i

: [ sing a fishing song on a boat in the lake overflowing its bank, Breeze blows beautiful flowers in the courtyard, !

, _ —ipi ARG, BN T 3 A !

O ! rowing oars with the sun setting in the west. Spring comes into my window, with leaves covering the branches.;
utput | O RREmEMAYA, B VA A, !

i [ often miss the moon reflected in the West Lake, Glad to see green grass and trees in front of my door, I

: ARt Kk ik . o WEFWILS 0, :

' and the cast breeze blowing across the WuLing River. However spring will not last very long. ;

Linli Xu et al. AAAI' 18
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Visual Storytelling

[Input]

[Output]

o

~

,f

o - —

(b) Two kids sitting on a porch with their backpacks on.
(c) Two young kids with backpacks sitting on the porch.
(d) Two young children that are very close to one another.
(e) A boy and a girl smiling at the camera together.

Story #1: The brother and sister were ready for the first
day of school. They were excited to go to their first day
and meet new friends. They told their mom how happy
they were. They said they were going to make a lot of new
friends . Then they got up and got ready to get in the car .

Story #2: The brother did not want to talk to his sister.
The siblings made up. They started to talk and smile.
Their parents showed up. They were happy to see them.

7

N @
ul .

R J

™

4 1
WYL

\

\ &

.
o

Album
Storytelling

2) Swinging and playing and playing with friends.

3) Making up dances and helping clean up after the picnic.
4) We headed for the city fireworks.

5) What a great ending to a great day!

Image

Captioning

I) The picture is of a little boy sitting in a swing.

2) A young blonde girl soaking wet holding onto a ladder.

3) Two young girls wearing pink and posing the same for the picture.
4) The fireworks are shot off in the distance.

5) A large firework exploding in the sky on a dark night.

Xin Wang et al.,, ACL" 18
Bairui Wang et al., AAAI' 19
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Others

EEJN
Beauty Yu
EEPAFNT, (*P*ZPPZ)
: Flowers bloom and wither, the moon nises and sets.
eful | includes hundred ha :
[ CO u p | et ] o - — st e When can it end?
EFAMELL. (*ZPP2Z)
As for stonies burnied 1n the past, who will really attend?
INEHEROL R,  (*P*ZZPP)
safe  sound two characters worth thousand treasures Wind blew over my attic last night,
SEAERIE AR . (***P*ZZPP)
How 1s my home country now, 1n the same moonlight?
And humble and their fit flees are wits size e WM ITEE, (*P*ZPP2Z)
but that one made and made thy step me lies I bet the Jade_bf’m"“erS and steps
are as exquisite as they were,
(1 L iy
Cool light the golden dark in any way L I (*2PP2)
. I guess 1t 15 only the people who changed for sure.
the birds a shade a laughter turn away N S 4 I
\/erse EHBEH/ILELZE, *P*ZZPP)
. . . . My sorrow,
Then adding wastes retreating white as thine B L 3Tt F EEFPE
Sh hed wh breath: hat shi Gz —{LEKARH - (***P*ZZPP)

e watched what eyes are breathing awe what shine Flows like the river. It never ends.

But sometimes shines so covered how the beak

Alone in pleasant skies no more to seek [ |a m b | CS ]
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Others

: : : R . . e
But she fell in love with him S —— T S
Girl when they feel the same J l L
o . . . pes -so -a li - ber -tis -ta em d6 me - nor re -par -te a pes -so -a e o0 jus -ta
The princess was in love with the priest
N ﬁ “ l l I l l
Can’t let go and it never goes out S —— e e e o e e e
e S S i e~ B B . 1 z
She also abominated what he did ¢ | v dam o
e atso abominated what he di dor ins -tru - men -tos de ten -ta pa -ra o re - frio é pre -ci -so dan -cas pi - po -cas
Be the things they said ) |
The princess was shocked by the priest’s actions AP P @ P PP o o P p P[5 o516 [P 5 S | =
. X — i e ———— — i — —— C—
And though her heart cant take it all happens' J L . ] )
per -den -do se as es -fe -ras da trans -mis - sio o que foi pa -pa de xa - réns

pessoa libertista em dé menor libertarian person in C minor

B a | | a d S _ reparte apessoa e o Justador redistributes the person and the fighter
instrumentos de tenta para o refrdo instrument of probe to the chorus
é preciso dangas pipocas it takes dances popcorn
perdendo-se as esferas da transmissao if lost the transmission domains

o0 que foi papa de xaréns what was xarém food

Song Lyrics
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* Background Knowledge
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Seguence to Seqguence Model

* Common Used Sequence Generation Method T T T T T
e I s I s I s e B s R e

* Stable and Easy for Training TA ! ! A Iv I I [

* Flexibility [ Encoder-Decoder ]

[ Attention ] [ L e =y

Sutskever, llya et al. NIPS, 2014
Bahdanau, Dzmitry et al., ICLR, 2015
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Convolutional Sequence to Sequence

<p> They agree </s> <p>

Embeddings

* Fast Training

Convolutions

Gated

e Strong Language Model for Capturing Long-Range Dependencies Linear

Units

* Bounded CNN Context Window Attention

~

=

Y A\ Y A\

L 0 H H H H | (N I I

<p> <p> <s> Sie stimmen zu Sie stimmen zu  </s>

Gehring, Jonas, et al., ICML, 2017
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Transformer

o Scaled Dot-Product Attention Multi-Head Attention
* Fast Training {
f Linear
Mathul |
* Strong Language Model for 3 — . Concat
Capturing Long-Range SoftMax H
Dependencies M k’ t Scaled Dot-Product y
asx {opt.) Attention ¥
i E L L )
1 |
* Correlations Learning o - - -
} Linear ui Linear u Linear
MatMul
* The SOTA Language Model 1 i
~ K Q

Ashish, et al., NIPS, 2017
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Variational Autoencoder

. I like cats </s>
* Generative Model 2 2 —X (Recognition——>\ P b ]
| ke  cats X7 Network o> 2 | like cats
- y. | ' KL(qlip) Yoo
- Wording Diversity — ——— | Prior —>¢ i U T o T
> Network — z "')V'
k x hA
: [ H ][ };\V £ MLP g /,
* Intra-Sentence Consistency £ A £ bH%ﬂ--Nike Xbow
u, Uz Uk-1 N
0 1 0 P 4cats

Address Sparsity

Zhao, Tiancheng et al., ACL, 2017
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Generative Adversarial Nets

One-to-Many Generation

Enhancing Generator

Supervision Signal

G Next MC D

. 00000 E action search
True data: @0-00-0 ! i
—  »00000: | Reward
2 . 0-0-0-0-0 | | State
eal World O0-0-0-0-0 ! Train A Reward
. —> D :
. 0000 ! 5 Reward
G Generate : ©-0-0-0-0 . |
— 00000 . !
- 00000 : Reward
. 00000 | |

Policy Gradient

Yu, Lantao, et al., AAAI, 2017
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Reinforcement Learning

* Directly Model Discrete Sequence

* Address Loss-Evaluation Mismatch
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Pretraining Methods

Kaitao Song et al.ICML" 19 [ X, ][ X, ][ X ][ X ]
. ) Tt 1t t 1
Encoder » Attention > Decoder

Ff f t T f T 1 ff T f T T 1 1
Ca] Gl ) ) 2] Bl ) (| | B | EOR [0 €7 e |

Embedding Representation

Token

embedding | [CLS] | | Tim | | Cook | I CEO I I Apple I I is | |Visiting| IBeijingl I capital I | China | I is_a | | City | | now | Masked Lan . e .
guage Modeling  Masked Rol Classification _J Fully Connected
+ + + + 4+ + + + + + + + o+ o L y
. with Visual Clues with Linguistic Clues
Soft-position
v Lo I I I ]G e ] e ][] 4 A e
S + + + + + + + + + + + + + bottle [Cat] | Feature
anpedang A A Ja JCa JCa JCa J[0a JCa Ja Ja J[a J[a J[a ] A Geometry
_______________________________________________________ o e m oo Visual-Linguistic BERT w Embedding
Embedding layer 1 Visihte Matrix R A A A A A A 1
Sentence Tree ! 01234567 89101112
L - EmT;’ekgg,ng | fcis) || kitten || drink || from || mask1|| [sep] || nme) || ime) || END] | | Fast(er) R-CNN
VIs1DIe I
0 1 2 5 6 7 12 L) ks L = s Regions of
[COLS] Tlim — C2300k — i§ — viiiting 5Beijing — ngw ! 3 Visual Feature | .o “ - - . - 1 7/ - Interest
\ 3 8 /\10 5 Embedding ' . ; "Mes = Y. 1<
CEO capital is a Seeing layer i s Segment + + + + + + + ‘
gray: hard-position index ’ \ 4 / ° ° : 8 invisible Embedding A ‘ ’ A ‘ ’ A ’ A ’ A ‘ A ‘ € ’ ¢ ‘ ‘ € ‘ ‘
red : soft-position index Apple d : 11 : 13 Sequence * * * » * * - - * » )é*:
ed : soft-pos 4 C%nna 7ty ! 1 Position i ‘ ’ 2 ‘ ’ 3 ’ 4 ’ 5 ‘ 6 ‘ 7 ‘ 7 ‘ ‘ 8 ‘
! Embedding ~ ~ - ~——— ]
Caption Image Regions Image

Weijie Liu et al. AAAI" 20.
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Poetry Generation
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Recurrent Neural Model

S -

. ! Keyword expansion

Task ~ [nput | | Phrases |

Chinese Quatrain

[O " t] Incremental generation [ inel ]

: | utpu ine !

* Generation Process S — p _____________________________________________________________________________ 5

Keywords
Keywords expansion ';‘.\'“'O'l‘d? C&Tndidfltc lines
Incremental generation First line b g;‘z]':t‘f)) ﬂ;?ig ?
generation ;;(cirunk) '

Next li
geﬁzm’i";n [Line4p—1 Line3‘—[l Line 2 "Line 1 ”

Xingxing Zhang et al. EMNLP" 14
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Recurrent Neural Model

« Convolutional Sentence Model (CSM) [ ] [ }_{ ]
b — CSM(S)) CSM Encoder = Decoder
' ] RGM
CJR l-of—N encoding of
* Recurrent Context Model (RCM) (& o o) w;=(0. oot Si
“,J — RCM(\'];,‘.‘[.) C3’3 41 |W1:j, 91,

* Recurrent Generation Model (RGM) 2/ \/ \
. 1: (0 ®© © & o o)
P(wjs1/wi:j.S1::) = RGM(wy.jy1,u; ™) a2 /\ /\ /\ /\ /\ /\

(@ ®© © & o o o)
E & R O OB W nl}

. .
Traini ng Far off I watch the waterfall plunge to the

Cross Entropy Errors long river.

Xingxing Zhang et al. EMNLP" 14
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Planning-Based Recurrent Neural Model

Poem Planning Outline
# A (spring)

+
Keyword Keyword HE 7% (peach blossom)
Extraction Expansion # (swallow) ) S W) TR W T W

#i (willow)

s . -
el R

o
. (=) o
The bright sun 1s shining over the river m spring, spring E m—,ﬂ—’ E —*m—'%ﬂ;_’ E—’ b 1_'?]
Peachblossonl—ieﬁxikji‘;ﬂlemomn- ] @ E] m‘—E‘— E '—‘_jE‘— }1_6 '—‘—E
R, H L g HuH
A swallow twitters as if to look for the past dream, swallow 5 ‘—mﬁﬂ‘
(vien ) |

. R Hy @ o8 o Wi a == F ; 2
Flg 1 ] The gentle breeze blows across the willow in the mist. willow Ig

-
-

* Keyword Extraction: TextRank Algorithm
* Keyword Expansion: RNNLM-Based Method; Knowledge-Based Method

* Poetry generation: Bidirectional RNN (GRU) Encoder; Attention; RNN (GRU) Decoder

Zhe Wang et al. COLING" 16.
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lterative Polishing

* |ntention Representation Training: Word Embeddings
CNN S i1t el
o IF -
RNN o |
R EX
3 &
k[T I
 Sequential Generation !k
Hierarchical RNN Encoding e | One or More
T i Polishing
Character by Character 9 9 Q \ ,\\ lterations
— 'I".\ \ \)
@0 @] [0 -[@ @ \ )
: . . | ) \
(O OO (Q)-(OO) | % \E%
+ Terate Polshin 30 0 80 60 D

Re-Generation

Rui Yan et al. [JCAI' 16.
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Interactive Poetry Generation

St 1 Logging System Web Interface Backend
[ ] ep
Search related rhyme words Topic Word {Fi”d "’r;ﬁg 'hy"‘i [ Step 1 ]
) }
3 Step 2 < Style configuration DDD p N 7 \
. Generate FSA Step 2
Create a finite-state acceptor (FSA) )< it <o oo \ L P )
aling .09 W W W l g
e Step 3 Learn new ( 1 [ )
P configuration —>»{ RNN decoder Step 3
I Generaled ) \. J
RNN guided by FSA ¥ Poem .
New default style a
configuration DD

Marjan Ghazvininejad et al., ACL" 17
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GAN for Poetry Generation

* GAN . .. .
. [ Train Discriminator ] Train Generator
Min-Max Game
S . @ Nt  MC D
* (Generator True datai ._._mlllll | action search
: - ——»0-0-0-0-0 : Reward
Reinforcement learning - A . 0000 ! | State
eal Wo ' 0000 ! T. A — Reward
MC search | T, D
. 00000 ;
G Generate: @-0-0-@-0 | ! Reward
* Discriminator | 00000 | ; T Reward
0000 . E |

...............

Policy Gradient

Algorithm | Human score | p-value | BLEU-2 | p-value

MLE 0.4165 0.6670 _6
SeqGAN 05356 | V9% | 97389 | <10
Real data 0.6011 0.746

Lantao Yu et al, AAAI' 17
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Static Memory Model

* Encoder
Bidirectional RNN «
wggécsum \\I
* Decoder [ Decoder ] A
2g |
One-Layer RNN mg) 3.;5 5
. i
Memory Contents | — | & |
Poem Cases g ‘: "o
| | 38 |
Encoder | i i e g3 |
* Memory Index i ! =%
Hidden States N N B g
] | ¥ ) ( X ) | ) ( i )! )
‘\N-----\;'-={------\-’-=-/ ------ \;\ ;-"-/-------\-‘-‘-{” [ StatIC Memory ]

* Memory Combing

K
vy = Z cos(sg, m;(s))m;(g)
i=1 Jiyuan Zhang et al., ACL" 17
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Working Memory Model

* Line-by-Line Generation O B ,gl,_.z:.—--.l .............................. .
f 0000 ) |
. . i Topi rd 1 = i
* Bidirectional Encoder and GRU Decoder [ Encoder ] ; e [ISU i A 0000 L, |
i {‘M‘} — ) %{_/ Xf} i
. Memory I‘:_-_. E«;‘@ Lo [Encader] /
Topic Memory E
History Memory [ Memory ] i
Local Memory
Memory Reading -
M Writi ! S :
emory Writing i Update J Y Weighted Li
[ Decoder ] i | Qverage ,@t | de;
1 V eCco
i a y[ 1 i

Xiaoyuan Yi et al., JCAlI' 18
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Conditional Variational Autoencoder

ARERY K
The winter snowflakes

| Writing Intent
. Representation
are flying

Thematic Poem Generation

Input Query

— AT A T g o, . Kegwprds
The winter comes after - ¢+ (z | ¢’ Prior || < R
one blowy and rainy night | Network | (winter)
1
Erpial S e Vo | o
Cold snowflakesare ¢z ) ¢’ Network [ (snoiflgkes)
everywhere irll the river city
gy REHR KN | W Prior I —
There isno long calendar ¢ (7 | ¢’ \atwork - gk
- forthe flyingsnow | (fly)
W52 75 8 I 1 P —
Sad couples are saying - ¢ {z ) o Network || RE
farewells in the courtyard ’ _(courtyard)

[ Generation Pipeline ]

Keyword

Current Line Previous Lines

oamoone

Birds are singing here and there

o 0 O H H H 6 6 6B
/ / / / / /
/ v S LANG > AN v CAN
{ / i J / ey / ] :
{ / { { / ! / i [ I
! i ! { ! { i/ { ! /
1 ‘-' 1 d | i i " i H
i i i i ‘
i i i "n i i
1 i ‘ 1 ". ‘ \ ". 1 ‘| ‘ H 1
\ i i \ i i i v \ i
\ \ \ 4 \ \ \ v t \
\ \ \ \ \ \ \ \ \ \
\, \ \, \ \ \ \, \ \ \
\ \ \ \
AN T AT AN R WANA

v v v @ v L 2 v v v v
A 4

' , S Hybrid Decoders
Prior Recognition
Network Network / E\Q
u’ o’ U o
- - ® o ® e ® o6 ¢
\KL(ﬂ’) | <s0s> | 4k | hb| W] W 19 <PAD>
] < L , _
=6 [ S S S S S i
ﬂ“ ‘5& 5] uﬁ%‘ 5 <PAD>’<EOS>‘

[ CVAE Model ]

Xiaopeng Yang et al,. JCAI' 18

AAAI2020 Tutorial: Creative and Artistic Text Generation




CVAE-GAN Model

From the decoder of CVAE

S — [ Current Line £, CVAE .
: CVAE-D | T"““i‘e:@et_'enlf’___ o I il '_"__.f:"_,
i : ) AN 24 2k
lNPUT : ........ » Dlscrlminator - . E > L] $hared - : T\\\ | ‘S I | || | I il | | Sm E
Titl -l’ T T E > /. Encoder Previous Line L, ; ; i KL(%HP ): Stepl : E
2 h I e g | '
e ! : i —OuTPUT (el ][] I - ez !
i ! | ! .
' \ 4 i Title T : [ I:I :
- | 1 : !
| - L DZD [ | : __ : i
| g cVAE (B L, [ L, , | il K
: i = i Reconstructed Line L Bl = e S e e '
b e e e : > 5 CNN
s Max pooling
I Sl X S e 2 ~ Bz,
\ i i \ \ m
- M ’Fo the Dlscrlmlnato: v L -
Overall Framework CVAE Generator Discriminator

Juntao Li et al., EMNLP’ 18
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Mutual Reinforcement Learning

* Modeling Poetry Generation as RL
Problem

@ Fluency
@ Coherence

@ Meaningfulness
/| Overall Quality

Teacher

* Fine-Grained Reward Designing
Fluency Rewarder (LM)
Coherence Rewarder (Ml)
Meaningfulness Rewarder (TF-IDF)

Overall Quality Rewarder (Classifier) .
?. ¥

* Mutual Reinforcement Learning
Two Generators
Instance-Based Method
Distribution Level Mutual learning

Learner 1 Learner 2

Xiaoyuan Yi et al.,, EMNLP" 18
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Stylistic Poetry Generation

Input
Input sentence
Style id

Encoder-Decoder

Mutual Information
Dependency of variables

Mutual Information Maximization

One-hot Style ./ \ Estimated Posterior
Representation // \ Style Distribution

) Expected Character

h, h, hy / Embedding
) | -
—~D —*C b
B-LSTM Encoder LSTM Decoder

. Concstm l’.ll
_' Sl

Input Sequence Xy

Cheng Yang et al., EMNLP" 18
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Pretraining-Based Model

* Pre-trained Model i B % % . £0s
GPT L 11 L1 1
BEE [ Transformer J
. Genres L LLES [ 1T 1
BRE S, Token: 8Os il | ol % .
Quatrain ELBHA, + + + + n .
lambics EELBHZ. Position: o 1 ) 37 38 19
Couplet N\ —— ——
\ —— —— {fv“‘
* Fine-Tuning Model LESA)EA)NER(EEEKMNFAAN, B A, £LEM%.
Transformer —r ! ) Y J
form theme poetry body

Auto-regressive Language Model

Yi Liao et al., arXiv:1907.00151
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Rhetorically Controlled Generation

* Modern Poetry Generation

* Manual Control CVAE Model
Process User Input As Rhetorical Label

 Automatic Control CVAE
Predict When Use Rhetoric Label

* Topic Memory
Store Topic Information

* Rhetorically Controlled Decoder
Generate Sentence with Forms of Rhetoric

AAAI2020 Tutorial:

.

Generated line

Decoder :

Rhetorically controlled decoder ‘.

S N
| :*‘

} ]

s T
> [szd A'LJ

CVAE |

- Current lines

— Next line

N\ z~N (p, 0°1)

/

Creative and Artistic Text Generation

Zhigiang Liu et al., ACL" 19




Human-Machine Collaborative Generation

Collaborative Revision Module

.Kz}'word.s: plane, blue sky
Plain Text: There 15 a plane in the blue sky. | Automatic Reference Recommendation

i — : : Revision Modes 8T =,
Picture: ! ,

E’;’: ' Static/Local Dynamic/Global Dynamac [ The swan goose is flying cutside :
| : L— . the clouds. |
it ‘ I Vo _ ARk, |
.~ N, Tho heavy mist almost make the '
%?ﬁ;"ci)rm ‘ Main Framework ' famry mvisible '
------------------- e _ :
| Keywords: fly, blue sky, swan goose, vast | Working Memory Model . B EETEE, |
R N e S ; The vas/road has extendsd ¢ ;
p——— Pattem Checking | Sk enmnmey |
—— _  » |
, . : 864 XM . 2
R.e-R.mng' N -~ '
? Unsupervised Style Control . i s soremots that it sesms Like it !
------------------------------------ TSI TTTTTTTTTT TS . reaches the sky.
' Genre: Quatram. Acrostic. lambic Acrostic Poetry G tion
¢ Style Standard, Sadness about seasons, ...
{ J | J | J | J
Input Preprocessing Module Generation Model Postprocessing Model Final Poetry

Zhipeng Guo et al.,, ACL" 19
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Human-Machine Collaborative Generation

Collaborative Revision Module

.Kz}'word.s: plane, blue sky
Plain Text: There 15 a plane in the blue sky. | Automatic Reference Recommendation

i — : : Revision Modes 8T =,
Picture: ! ,

E’;’: ' Static/Local Dynamic/Global Dynamac [ The swan goose is flying cutside :
| : L— . the clouds. |
it ‘ I Vo _ ARk, |
.~ N, Tho heavy mist almost make the '
%?ﬁ;"ci)rm ‘ Main Framework ' famry mvisible '
------------------- e _ :
| Keywords: fly, blue sky, swan goose, vast | Working Memory Model . B EETEE, |
R N e S ; The vas/road has extendsd ¢ ;
p——— Pattem Checking | Sk enmnmey |
—— _  » |
, . : 864 XM . 2
R.e-R.mng' N -~ '
? Unsupervised Style Control . i s soremots that it sesms Like it !
------------------------------------ TSI TTTTTTTTTT TS . reaches the sky.
' Genre: Quatram. Acrostic. lambic Acrostic Poetry G tion
¢ Style Standard, Sadness about seasons, ...
{ J | J | J | J
Input Preprocessing Module Generation Model Postprocessing Model Final Poetry

Zhipeng Guo et al.,, ACL" 19
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Coherent Story Generation

time ________ great of group
(eeee] [(eeee] Attentionbased (se 00| (seee]"
: On their trip to location , Story Decoder

A tour boat travels down the ) they;\rnv(e‘ ln';ro nt O:‘a K
fiver on pretty day. river . They decide to chec!

out the city . They think its

[ A bunch of people walking on ] Desc2Story too packed with people , so
the street next to stores . they go sight seeing . The

A city full of older buildings sits indoor poor tempts them ,

on ariver . but they decide not to
jump in . They come across
some ducks . /;
: Bidirectional

Desc. Encode

[ Task Description ]

(0o oe]| (0000
student and two

young SEQ_END

| Model |

Jain, Parag, et al., arXiv:1707.05501, 2017
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Event Representations

* Story to Event Sequences sentence, — | Eventify —» €vent, ! Event2event
5-tuple Event Representations
:
* Event to Event Generation = . S - l
Event-Level Seqg2seq i W%ﬂ;:mgggo : evemnﬂ
_________ x—-- _l
* Event to Story Generation \;ﬂ _____ _, l

Seqlse
42584 «—sentence_ <—i Slot Filler i<— Event2sentence

b e e - - —

Lara J. Martin et al., AAAI' 18
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Controllable Story Generation

* Input S
. >
Human inputs Analyzer
: Structured ] Human
Controllable factors Stories [« -
Control Factors P
Generator
\—_____/
* QOutput

A story that coherent to human inputs Sam was a star athlete\ v,

He ran track at college. ending
There was a big race

Ending Valence Control .
coming up. ”

He got the first prize!

Data labeling Everyone was sure he sad Sam got very nervous
ending and lost the game.

Supervised classifier WOkl win.>

Conditional LM for generation ’ ‘

/
/

Storyline Control
Keywords extractor

Conditional LM for generation Peng, Nanyun, et al., Workshop, 2018
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Hierarchical Story Generation

Prompt: The Mage, the Warrior, and the Priest

* Hierarchical Generation Pipeline Story: A light breeze swept the ground, and carried with

Generating Prompts---Story it still the distant scents of dust and time-worn stone. The
Warrior led the way, heaving her mass of armour and mus-
cle over the uneven terrain. She soon crested the last of the

* Convolutional Seg2seq For Generating Prompts low embankments, which still bore the unmistakable fin-
gerprints of haste and fear. She lifted herself up onto the

Conventional Convolutional Seq2Zseq Model top the rise, and looked out at the scene before her. [...]

* (Gated Multi-Scale Attention
Gated self-attention to attend Information at different position
Multi-scale attention to attend information at different granularity

* Prompts Fusion
Residual Learning Upon pre-trained Convolutional seq2seq model

Fan Angela et al., ACL, 2018
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Skeleton to Story Generation

. ' Test . . |
e Skelton-Based Generative Module | Skeleton-Based Generative Module |
| |
| |
mDUt_tO_Skeleton i Inbut Input-to- Skeleton-to- outout i
Skeleton-to-Sentence — Skeleton Sentence Hput
: Component Component |
| |
| |
« Skeleton Extraction Module " > : f‘
.o . Trai e i “ \
Pretraining on Sentence Compression Dataset fall  I'skeleton-Based Generative Module
Reinforcement Learning Training
Input-to- Skeleton-to-
Two Entropy Loss Reward Input skeleton Sentence L1G0ld
Iterative Optimization Component Component
N

(.

Skeleton iReward Skeleton iReward

Skeleton Extraction Module

Xu, Jingjing, et al., EMNLP, 2018
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Planning-Based Method

e ™~ Generated Story
S <N ) )
Title Dynamic | Planning ——%| Writing Tina made
Spaghetti Sauce ]—> o = ¢ e ¢ o —_—— spaghet?tor
her boy friend.
Static Planning Writing || | e S1 S5 S3 Sy Ss
- PN c B g (a) Dynamic schema work-flow.

| System Overview | OO —O—O—0O

* Plan and Write

(b) Static schema work-flow.

e Static Planning

[ Planning Method ]

* Dynamic Planning
Yao, Lili, et al., AAAI, 2019
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CVAE and Memory Network
(’_ ......... N
* CVAE | Cache I
Wording Novelty Input | ( 5 | Output
S., F—— cvaE —/'—> S,
N _
' CaCChﬁ | System Overview |
oherence Wi Wia Wi Wie
I Bl Bl MRecognition) A "1 / I ! T\
LI Sk O O R O e I C s o o S Cos [ i N I I
i i P | ; i T T
Wi Wi2 Wi3 Wil KL-Divergence Inp, Inp, Inp,_, Inp,
— — Prior W : ‘
Si-1 « « ) T | Network % Y
) ) =1 I
Wi—11 Wi-12 Wioi3 7 Wiogg
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Plan Write and Revise

e System Combination Web Interface

Topic

* Cross-Model Mode Y . ‘
/ . Storyline
Configuration Planner . System 1:

* Intra-Model Mode ‘/ ! " 7| |_Title-to-Story

‘ 4 System 2:
N o 7 \ . Plan-and-Write |

* Story Writer Storyline | Sstory |
“ System 3:
Plan-and-Revise _’_“

. W
Title-to-Story Stor . et |
ones - \ ) -

Plan-and-Write L
Plan-and-Revise

Goldfarb-Tarrant, Seraphina et al.,, NAACL-HLT, 2019
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Structured Story Generation

You're a Werewolf. You begin to transform, but instead of a terrifying P
rom —
* Input: story prompt beast, you turn into a small puppy. Story Prompt
<A0> ent0 <A1> entO eyes
. . . . <A0> to entO
* Action plan with semantic labeling <AO> ento
<Al> Action Plan with
AO“:? 'h“"'" earSAl Semantic Role
. . <A0> the hunger <Al1> gone :
* Entlty Anonymlzed Story <A0> Confusion <Al1> mind Labelmg
<A0> ent0 <Al> ent2
<Al> ent0 <A2> a nearby puddle
* Full Story <A0> ent0
entO opened entO eyes. Looking to ent0 , entO found that Entity /
were now neatly clipped. entO ears flopped on either side of ent2 A ized —
lazily, too soft and formless to hunt properly. Most of all, the nonymize
hunger was gone. Confusion clouded entO mind and ent0 tilted Story
ent2 instinctively. entO approached a nearby puddle and looked in.
| opened my eyes. Looking to my , | found that
were now neatly clipped. My ears flopped on either side of my Full S /
head lazily, too soft and formless to hunt properly. Most of all, the u tory
hunger was gone. Confusion clouded my mind and | tilted my head
instinctively. | approached a nearby puddle and looked in.

Angela Fan et al., ACL, 2019
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BERT Augmented Story Ending Prediction

* Unsupervised Pre-Training [ Supervised Target Task: Story Ending Prediction ]

7 A =~

) | N
. L Supervised Task 1: Supervised Task 2: . Supervised Task N:
* Supervised Pre-Training MNILI MC MNLI SWAG
b, S V

Large-scale Unsupervised Pre-training Tasks: }

Language Modeling and Next Sentence Prediction

* Supervised Fine-Tuning [

A
( BERT |

[Training Framevvork]

Li, Zhongyang et al., 1JCAI, 2019
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Common Sense Grounding

Pre-train on WebText Fine-Tune on BookCorpus

* [ntermediate Fine-Tuning Multi-Task Fine-Tuning

(Pre-trained GPT2) (Domain Adaptation)
* Multi-Task Fine-Tuning
* Language Modeling
e P lexity Ranki WritingPrompts (Story Generation) SWAG (Common Sense) Synthetic (Common Sense)
Erpiexity kanking Prompt: Write a horror story On stage, a woman takes a) According to a poll
from the perspective of the a seat at the piano. by the Media Insight
antagonist. She Project, only 6 percent
--- a) sits on a bench as of Americans...
I don't want to cut off his her sister plays with b) The IDG News
head, but I don't really the doll. Service' privacy team
have a choice. I close my offers an in-depth
eyes and just wait for d) nervously sets her guide to protecting
it to be over... fingers on the keys. your privacy...
Language Modeling Perplexity Ranking

Huanru Henry Mao et al., EMNLPI, 2019

AAAI2020 Tutorial: Creative and Artistic Text Generation




Counterfactual Story Reasoning and Generation

Data from ROCStories

Premise:

1) Jaris wanted to pick some
wildflowers for his vase.

Initial:

2) He went to the state park.

Original Ending:

3) He picked many kinds of
flowers.

4) Little did Jaris realize that
it was a national park.

5) Jaris got in trouble and
apologized profusely.

Data Collection

Step1 - Workers Produce a Counterfactual
given original story
(One counterfactual for 98,159 examples)

2') He went to the local playground area.

l

Step2 - Workers Edit Ending given the above

=22 (One ending for 16,752 training examples

Three endings for 1,871 dev examples
Four endings for 1,871 test examples)

3') He picked many kinds of flowers.

4") Little did Jaris realize that he was trespassing
on private property.

5') Jaris got in trouble and apologized profusely.

Task Flow

Input:
Premise + Initial + Original Ending
+ Counterfactual

Output:

3') He found a very large bush of
wildflowers.

4') He picked them up with his hands.
5') He carried them home and planted
them in his vase.
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Multi-Modal Generation
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Image Inspired Poetry Generation

Image-Based Encoder
CNN
Bidirectional RNN

Memory-Based Decoder
Keyword Extractor
Vector Representations

Memory-based Decoder B A A |

jﬁ,,

|
Y

¥E3

il

,},i ﬂ; (waterfall)
Y8 % (smoke) 7 (cloud)

1 (mountain)

it (tree)

Keyword Extractor ——

vy o

3 vq 5 Qg

NN

////

—— > Topic Memory Network

R

7

— 1111~
o Vs VB h 1] h 20 1 h 37 h 407 h 577 h 6l h 7
LY — L& L& L& L& L& L[s
hil 1hol hs[ |hal | hs[ |hg | h7
‘ r % * t 1 *
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Visual Poetry Generation of Xiaolce

r ﬁ
3R (city) 0.61 ) [&ﬁ&ﬁﬁﬁﬁﬁ&ﬁ, ) )
Se 3, (city) The city flows slowly behind him.
’ Brifi (streer) 0.26 T
2 8% )T (eraffic light)  0.03 Keyword n - (,
Filterin e 5 (busy) My life is busy.
Keyword 2% (Road) 0.03 9 . : 3 ode
. : + RN F IR A G 38 693 T AP
Extraction al\ ;‘%.‘F (!Iﬂ}' Cﬂl’) 0.01 Keyword ’tﬁ.'( lacc) Automatic That is why we k dent i
fl‘:‘i(busy) 0.50 A P Evaluator at 1s why we Keep silent in a
TH6 85 (scare) 0.16 place no one knows.
L Z (smile) || Reject Accept | WAL EMRGXE
369 (broken) 0.07 $9ss it ] )
when when With lips curl into phony smile.
low score high score
k w
Keyword Generation Poem Generation
Framework ]

Cheng, Wen-Feng, et al., arXiv:1808.03090, 2018
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Multi-Modal Poetry Generation

Thought of old friends brings me into melancholy

"B O D e
ShiXueHon¥ing | potrieve Feed [ N ’ ‘ " ’ @@ O Q <>
Theme 4> |—> (O (O)— () — (. - i
Tx Theme related phrase //’:J Y ¥ ¥ ¥ ¥ Hiera mh"}ff‘_e
Mapping [ —

V ’ ‘ ’ [ ‘—’ [—‘ Encoder ____——+——— — |

Backward LM

First line: Travelling passengers came and went. . E: £ s }

L ) . |\ J ’\ J
- a 4 'y

- W
l/"‘\. £ l/"‘\l Y /'_‘\. i n x[!
4 / \. U ) = l e

| & ES ED K3 x

Travelling passengers came and went.
Input picture Forward LM HieAS2S

Liu, Dayiheng, et al., JCNN, 2018
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Multi-Adversarial Training

Deep Coupled Visual-Poetic Embedding Model
(b) Poetic CNN features

Generator as Agent Discriminators as Rewards

(g) Multi-Modal Disciminator
—>  C,(c = paired)

l
|
|
: Paired @
|
|
|

¢ . .
Q g 2z Q §' (e) Multi-modal space
zZa zi z

: Generated @)
/ Unpaired €|

I
I
I
I
I
I
I
I
I
(h) Poem-Style Discriminator |
|
I
I
I
I
I
I
I

<BOS> I

7ol [ - | | buttercups
; T3 |2 T ’f g3 | I )
POSparser__-W | |Z £ o =g R - o | | | — C, (¢ = poetic)
— Zeol|5%8| |38 ® | I RS 1
. SxEl (2 7| "% | l ; Poetic o| i
(1) buttercups and daisies < - _ | —— l I l ! !
(2) ch the pretty flowers | ‘ Generated @] !
(3) coming ere the springtime Mean pooing T | | | | |
(4) to tel of sunny hours | : Disordered @] !
_____ M | <EQS> I I : i
""" > @-)QM —> (2 I | [ : Para<:1raphicQ| i
(3) | | [ —— .
. _ (c) skip-thought model @ | Reward: R — _C
(a) image and poempairs  trained on UniM-Poem (d) sentence features | (f) RNN generator ) R )'C;" * (1 A')('P
o N 2 e I -
_________________________ d A (1) Policy Gradient —I

Liu, Bel, et al., ACM, MM, 2018
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Inverse Reinforcement Learning

1
1
1
1
1
’
\
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

4 1 ’ \\
: ! l,‘ \
Environment > > T !
Images ' ;! !
1 [ Y- : My brother recently graduated college.:
]
Images | references L R :
> k ! [ 1
o mm o wm w wm ww  wm ww w ww ww ew ew fe  - -~ 1 1 1 1
[ \ 1 4, ' Itwasaformal cap and gown event. !
1
| Ad 1% f | sampled o i :
1 versaria ample _ = [Q >
- Reward Model (€= D Policy Model > g D! :
I | Objective |.uvcrvervanrnarnnnss . Story ' y wl B My mom and dad attended. .
! 1 A Y o '
A 1 1 I
\ Inverse RL ) : X b N !
H ” 1
e e -——— : 'y : : Later, my aunt and grandma showed up.:
. (R : : :
. I L A -
¢ > > o :
Reward |prressssssssssssnsnsnnnsnnsnnnnnnnnns . . : \ When the event was over he even 1
RL " ' ‘. _got congratulated by the mascot._,
Encoder Decoder

[ Overall Framework ] [ Policy Model ]

Wang, Xin, et al., ACL, 2018
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Hierarchical Photo-Scene Encoder

Hierarchical Photo-Scene Encoder

D

y 1

|f_"

NND

Reconstructor

/

fi—l> (penc )
=1
A
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i ’,,llgpenc)
A
v
fit1 [-enc)
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Photo Encoder

Scene Encoder
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Hierarchically Structured Reinforcement Learning

V1,..5
=
~ Manager (LSTM) Kb \
Mean pool v . S1 ! S2

. L - L
topic distribution | . topic distribution !
I
I
I
|
I
I

Feature vectors (/
C 1 /
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Other Genres
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Overview

Tasks Main Techniques

Rap Lyric Generation [Potash Peter et al.,15] LSTM + Explicit Templates

Rap Lyric Generation [Malmi Eric et al., 16] Information Retrieval Task

Chinese Song lambics Generation [Wang et al.,16] Attention-Based SeqgZ2seq

Chinese Couplet Generation [Yan Rui et al., 16] Seg2seq + Attention + Polishing
Rhythmic Verse Generation [Hopkins Jack, 17] Multi-LSTM LM + Finite State Transducers
Theme-Aware Lyrics Generation [Wang Jie, 19] Multi-Channel Seg2seq + LDA
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e Recent Trends and Future Direction
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Conventional Line

* Better Methods and Technigues

Inverse Reinforcement Learning
Mutual Learning

Imitation Learning

Mutual Information Estimation

* New Datasets and New Attributes
Counterfactual story reasoning
Common sense
Modern poetry in different languages

* Task-Specific Settings
Character-centric story generation
Topic-aware
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Pretraining-Based Methods

Yuxian Meng et al. NeuralPS" 19
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Structured Generation Pipeline

Parsing

Entity detection
Sequence labeling
Relation extraction

* Sentiment analysis

* Action planning

* Controllable generation
e Style transfer

* Logic checking

* Grammar error correction

Storiesvl.0  Auto Interactive = Advanced ~

summer Generate

school -> was -> asked -> said -> told

Title to Story Plan and Write Plan and Revise

it was a hot summer day . i went to school the other day. i went to school the other day.
the kids were bored . it was my first day of school. it was my first day of high school.
they decided to go to the park . i asked my mom if she could go with me. i asked my mom to take me.
they played in the water . she said yes. she said no.

they had a great time . she said yes.

Disclaimer: All the entries made in this website will be logged for academic research.
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EFvaluations

* Challenges
For each task or released dataset, there is no standard automatic evaluation metrics.
Automatic metric from other text generation tasks are not proper.
Bias between evaluations of domain experts, crowd workers, and users.
The correlations between automatic evaluation metrics and human evolutions are low.
One reference for each generated instance cannot reflect the performance of generation models.
Owing to the diversity of genres and task attributes in artistic text generation, evaluation metrics cannot

generalize well for different scenarios.
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Conclusion

* Poetry Generation

e Story Generation

* Multi-Modal Generation
Image-Inspired Poetry Generation

Visual Storytelling

 Other Genres
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* |ntroduction
* Background Knowledge

* Existing Methods
Poetry Generation
Story Generation
Multi-Modal Generation
Other Genres

e Recent Trends and Future Direction
* Q&A
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Thank you!
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