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• How to incorporate source syntax in Transformers for NMT?
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Ours (Pascal)
• Parameter-free
• Open-vocabulary
• For both low- and high-resource scenarios

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.
Zhang et al. Syntax-enhanced neural machine translation with syntax-aware word representations. NAACL 2019.
Currey & Heafield. Incorporating source syntax into transformer-based neural machine translation. WMT 2019.
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Vaswani et al. Attention is all you need. NeurIPS 2017.
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• No gold parses
• Parent ignoring
• Randomly disregard dependencies at training time

Robustness to noisy annotations
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Models
• Transformer
• + Pascal
• + LISA (Strubell et al., 2018)
• + Multi-Task (Currey & Heafield, 2019)
• + S&H (Sennrich & Haddow, 2016)

Sennrich & Haddow. Linguistic Input Features Improve Neural Machine Translation. WMT 2016.
Strubell et al. Linguistically-Informed Self-Attention for Semantic Role Labeling. EMNLP 2018.
Currey & Heafield. Incorporating source syntax into transformer-based neural machine translation. WMT 2019.
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Conclusion

• Pascal
• A parameter-free, syntax-aware self-attention
• Parent ignoring regularisation for noisy annotations

• Approaches for RNNs don’t always transfer to Transformers

• Core components of the Transformer can best embed syntax

• Code available online at https://github.com/e-bug/pascal
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Thanks! 

https://github.com/e-bug/pascal
https://github.com/e-bug/pascal

