Enhancing Machine
Translation with Dependency-
Aware Self-Attention

ACL 2020

Emanuele Bugliarello, Naoaki Okazaki

UNIVERSITY OF COPENHAGEN .




.? UNIVERSITY OF COPENHAGEN ACL 2020 2

Syntax-Aware MT



UNIVERSITY OF COPENHAGEN

Syntax-Aware MT

* Syntax
* Long-distance dependencies
* Relations between words
« Grammatically correct outputs

ACL 2020

<ROOT>

l ROOT

DOBJ

,%— eats ——

beT DeT

,— monkey banana ——

The

a

2



UNIVERSITY OF COPENHAGEN

Syntax-Aware MT

* Syntax
* Long-distance dependencies
* Relations between words
« Grammatically correct outputs

« Syntax-aware SMT and RNNs

ACL 2020

<ROOT>
l ROOT
nsuBJ DoOBJ
L eats T
beT DeT
,— monkey banana ——
The a

2



.? UNIVERSITY OF COPENHAGEN ACL 2020 2

Syntax-Aware MT

. Syntax <ROOT>
* Long-distance dependencies 1
— eals T —
* Relations between words ;;_ monkey banana -Q‘

I h
- Grammatically correct outputs the a

« Syntax-aware SMT and RNNs

* How to incorporate source syntax in Transformers for NMT?



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?

Recent studies



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?

Recent studies

* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?

Recent studies

* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies

Ours (Pascal)

« Parameter-free

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?

Recent studies
* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies

« Zhang et al. (2019): Closed-vocabulary

Ours (Pascal)

« Parameter-free

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.
Zhang et al. Syntax-enhanced neural machine translation with syntax-aware word representations. NAACL 2019.



.? UNIVERSITY OF COPENHAGEN ACL 2020 3

How to incorporate source syntax in Transformers for NMT?

Recent studies
* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies

« Zhang et al. (2019): Closed-vocabulary

Ours (Pascal)
« Parameter-free

* Open-vocabulary

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.
Zhang et al. Syntax-enhanced neural machine translation with syntax-aware word representations. NAACL 2019.



UNIVERSITY OF COPENHAGEN

ACL 2020

How to incorporate source syntax in Transformers for NMT?

Recent studies
* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies
« Zhang et al. (2019): Closed-vocabulary

* Currey & Heafield (2019): Low- vs. high-resource scenarios

Ours (Pascal)
« Parameter-free

* Open-vocabulary

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.
Zhang et al. Syntax-enhanced neural machine translation with syntax-aware word representations. NAACL 2019.
Currey & Heafield. Incorporating source syntax into transformer-based neural machine translation. WMT 2019.

3



UNIVERSITY OF COPENHAGEN

ACL 2020

How to incorporate source syntax in Transformers for NMT?

Recent studies
* Wu et al. (2018): 3 encoders + 2 decoders + target dependencies
« Zhang et al. (2019): Closed-vocabulary

* Currey & Heafield (2019): Low- vs. high-resource scenarios

Ours (Pascal)
 Parameter-free
* Open-vocabulary

* For both low- and high-resource scenarios

Wu et al. Dependency-to-dependency neural machine translation. TASLP 2018.
Zhang et al. Syntax-enhanced neural machine translation with syntax-aware word representations. NAACL 2019.
Currey & Heafield. Incorporating source syntax into transformer-based neural machine translation. WMT 2019.

3



o’ UNIVERSITY OF COPENHAGEN

Transformer (Vaswani et al., 2017)
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Transformer with Parent-Scaled Self-Attention
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« A parameter-free, syntax-aware self-attention
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Approaches for RNNs don’t always transfer to Transformers

Core components of the Transformer can best embed syntax

Code available online at htips://github.com/e-bug/pascal
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