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Los modelos de lenguaje de gran tamano (LLMs) han demostrado
capacidades excepcionales

Escribe una lista de tres actividades en la CIUdad de MéXiCO ‘ ) La Ciudad de México es una ciudad llena de vida y cultura. Aqui te dejo tres
d actividades que puedes disfrutar en la capital mexicana:

1. **Visitar el Zécalo y la Catedral Metropolitana**: El Zdcalo es el corazon de
la ciudad y es un lugar donde se encuentran importantes monumentos y
edificios histéricos, como la Catedral Metropolitana, el Palacio de Bellas
Artes y el Ayuntamiento. Puedes disfrutar de la arquitectura colonial, la
musica y la comida tradicional en este lugar emblematico.

2. **Explore el Museo Nacional de Antropologia**: El Museo Nacional de
Antropologia es uno de los museos mas importantes de la ciudad y es
dedicado a la cultura y la historia de México. La coleccion del museo incluye
artefactos y objetos de la cultura maya, azteca y olmeca, entre otros. Puedes
ver exhibiciones sobre la vida y la cultura de los antiguos mexicanos y
aprender sobre la historia de la ciudad.

3. **Visitar el Mercado de San Juan**: El Mercado de San Juan es un lugar
emocionante donde puedes encontrar una variedad de productos y
artesanias tradicionales mexicanas. Puedes probar comida local, comprar
ropa y souvenirs, y disfrutar de la energia y el ambiente vibrante del
mercado. Es un lugar ideal para encontrar regalos Unicos y auténticos para
llevar a tus seres queridos.

Espero que disfrutes estas actividades en la Ciudad de México. jDisfruta tu
viaje!

%/ https://www.llamaZ2.ai/
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Avances en Procesamiento de Lenguaje Natural (NLP)

® ® ® ®
- BoW, TE.IDF, Word2Vec, RNNs, LSTMs, Seg2seq

D » ® ® @ ®

2017: The Transformer |
2018: GPT, BERT

2019: GPT-2

2022: ChatGPT

Nathan Lambert, [18 April 2024] Aligning open language models
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https://docs.google.com/presentation/d/1quMyI4BAx4rvcDfk8jjv063bmHg4RxZd9mhQloXpMn0/edit#slide=id.g2ca00c5c0f9_0_0

Avances en NLP

Modelos robustos entrenados con
instruction tuning y/o RLHF
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Nathan Lambert, [18 April 2024] Aligning open language models 4



https://docs.google.com/presentation/d/1quMyI4BAx4rvcDfk8jjv063bmHg4RxZd9mhQloXpMn0/edit#slide=id.g2ca00c5c0f9_0_0

cComo llegamos aqui?

But to understand the'juture
We have to go back ih time
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1. Modelos Neuronales de Lenguaje




Modelado de Lenguaje

Distribuciones de probabilidad sobre oraciones (es decir, secuencias de palabras)
P(W) = P(wl,w2,...,wn)

El modelado de lenguaje implica crear un modelo probabilistico para predecir la proxima palabra
en una secuencia dadas las palabras precedentes.

P(WnIWPWQa- . -awn _ 1)

P("Hoy es sabado”) > P(*Hoy sabado es”) | P(*Hoy es sabado") > P(*Hoy es tacos")



N-gram Language Models
Regla de la Cadena de Probabilidad
P(W17w2a- . -,Wn) = P(Wl)P(Wzlwl)P(W3|W1’W2) ’ 'P(Wn|W1)w2)- . -awn _ 1)

N-gram Models (N=3)

Word <+ Count
~ one of the 303,265
P(Wn|w1’w2" oWy 1) ~ P(wnlwn —oWy— 1)
as well as 291,495
part of the 151,966
| don't 148,894

a lot of 145,674



N-gram Language Models
Modelos N-gram (N=3)

P(Wn|wl’w2" oWy — 1) ~ P(wn |wn —2Wn— 1)

Estimando Probabilidades

Count(wn oW, _ 1,wn)

P(Wn|Wn — 2’wn - 1) - Count(wn _ 2,Wn — 1)

Word

one of the
as well as
part of the
I don't

a lot of

+ Count

303,265

291,495

151,966

148,894

145,674
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Limitaciones de los Modelos de Lenguaje N-gram

QUEREMOS DEPENDENCIAS MAS LARGAS

sentences = | # Predict the next word
context )

prediction = model.predict(*context)

print(

El modelo selecciona al azar: ‘comida’, "vida nocturna’, "arte” o "cultura’ ya que cada palabra
tiene una probabilidad igual (1/4 o0 25%) de ser elegida porque todas aparecen una vez en los

datos de entrenamiento.
1



Modelos Neuronales de Lenguaje

Los modelos neuronales de lenguaje utilizan redes neuronales para captar las dependencias
entre las palabras.

Recurrent Neural Networks (RNNs) Transformers
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cComo podemos representar las palabras?

WoRY
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Representaciones de Bolsa de Palabras (BoW)

* Representaciones Term Frequency (TF)
« Cada palabra es una entrada unica
- Elorden de las palabras no se captura.

#1 #5 #4 #10 #15 #3 #1 #17  #20

The quick brown fox jumps over the lazy dog

14



Limitaciones de las Representaciones BoW

El orden de las palabras no se captura

No podemos distinguir entre las mismas palabras dispuestas de manera diferente.

1. "Elperro se comio la tarea del nino!'
2. "Elnino se comio la tarea del perro!

Vocabulario: ['comid', 'del', 'el’, i se', 'tarea']

Representacion BoW de la oracidn 1:
Representacion BoW de la oracidn 2:

15



Embeddings de palabras: representando palabras por
su contexto

Tejuino

1. Una botella de esta sobre la mesa.

antes de conducir.

2. No tengas

3. Hacemos con maiz.

Es una bebida refrescante a base de maizy
de dulce de cana de azucar (piloncillo).

Luke Zettlemoyer, Natural Language Processing
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https://courses.cs.washington.edu/courses/csep517/20wi/slides/csep517wi20-WordEmbeddings.pdf

Embeddings de palabras: representando palabras por
su contexto

INPUT PROJECTION  OUTPUT

/"Modelo Skip-Gram: I

w(t-2)

e Predice las palabras de contexto dada una palabra

w(t-1)

objetivo. /
e Pre-entrena la representacion de palabras (vectores) en wm*}_>*

\_ corpus de gran tamaro. % 1 \

P(we_p | we) P(Weyo | we)

w(t+1)

w(t+2)

P(we—q | we) P(Weyr | We)
—

crises as

roblems  turnin into ;
P g Skip-gram
| Y J \ Y J
outside context words center word outside context words

in window of size 2 at position t in window of size 2

T. Mikolov et al. (2013). Efficient Estimation of Word Representations in Vector Space. Advances in Neural Information Processing Systems
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Word2Vec

- Un espacio de que refleja la semantica de las palabras.
- Similitud: '‘Banana” esta mas cerca de ‘'mango” que de ‘perro’.

banana
/ mango
A B dog s
r\ // //
cos(f) = s
|A[[|B] i
\\ // ///
n Y s

. o N Ve
Z’Lzl A'L B’L N4

V2o APV i B

%/ Embedding projector

T. Mikolov et al. (2013). Efficient Estimation of Word Representations in Vector Space. Advances in Neural Information Processing Systems
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https://emojipedia.org/link
https://projector.tensorflow.org/

cComo representar texto con embeddings de palabras?

W1 W2 W3 W4
Concatenar
e No escala con respecto al numero
de tokens.

e Indirectamente, elorden de las
palabras importa.

Sumar
Escala con respecto al numero de tokens

lgnora el orden de las palabras.

Representaciones extremadamente
ruidosas 19



Modelado de Lenguaje con RNNs

En una RNN, el estado oculto h, se actualiza en funcion del Wet1 = softmax(o,)

estado oculto anterior h_, y la entrada actual. x,: @
t
_ Wo
hy=1(h,_ 1)
donde f es una funcion de activacion no lineal (por ejemplo, GD>W"
tanh o RelL V). W
La probabilidad de la proxima palabra es:: C)
Xt
P(wtlwl,w2,,,,,wt_1)=S0ftma,x(Wht+b) E
donde Wy b son matrices de pesos y biases aprendidos Wit

durante el entrenamiento
J.L. Elman (1990). Finding Structure in Time. Cognitive Science 20



Aplicaciones de NLP con RNNs

e Clasificacion
o Categorizacion de Texto
o Named Entity Recognition

09393
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Clasificador basado en RNN en Torch

import torch
import torch.nn as nn

class TextRNNClassifier (nn.Module) :

def

def

__init (self, vocab_size, input_size, hidden_size, output_ size,

n_layers=2, n_classes=2):
(TextRNNClassifier, self)._ init ()
self .Emb = nn.Embedding(vocab_size, input_size)
self .RNN _f = RNN(input_size, hidden_size, output_size, n_layers)
self .RNN b = RNN(input size, hidden_size, output size, n_layers)
self.classifier = nn.Linear (hidden_size, n_classes)

forward (self, ):

word embeddings = self.Emb( )

outputs_f = self.RNN(word embeddings)

outputs b = self.RNN(torch.flip(word embeddings, dim=(1,)))
outputs = torch.cat((outputs_f[:, -1, -1, :], outputs b[:, -1, -1,
logits = self.classifier (outputs.squeeze (1))

return outputs

:]1), dim=1)

22



NLP Applications with RNNs

e Clasificaciéon
o Categorizacion de Texto g
o Named Entity Recognition

e Representacion de secuencias Slm( ’ )
o Similitud de oraciones O g O-0 g/

23



Similitud basada en RNN en Torch

import torch
import torch.nn as nn
Import torch.nn.functional as F

class TextRNNSimilarity (nn.Module) :
def init (self, vocab_size, input size, hidden_size, output_size,
n_layers=2):
(TextRNNSimilarity, self)._ init_ ()
self.rnn_encoder = TextRNNEncoder (vocab_size, input_size, hidden_size,
output_size, n_layers)

def forward(self, , ) :
output_s = self.rnn_encoder (
output t = self.rnn_encoder (
sim_score = F.cosine_similarity(

)[:I _11 _11 :]
)[:I _11 _11 :]

’ )

return sim_score

24



NLP Applications with RNNs

e Clasificaciéon
o Categorizacion de Texto g
o Named Entity Recognition

e Representacion de secuencias Slm( ’ )
o Similitud de oraciones O g O-0 g/

e Generacion de secuencias

o Traduccion automatica gwé b6 86

25



Modelos de Secuencia a Secuencia (Segz2seq)

Seqg2seq

[E]-»[ ENCODER -].@

Y1 V2 Vs
Encoder T T
1111
! i) ) I} i}

i

Xy

Y4

Decoder

26



Generador basado en RNN en Torch

import torch
import torch.nn as nn
Import torch.nn.functional as F

class TextRNNSGenerator (nn.Module) :
def init (self, vocab_size, input size, hidden_size, output_size,
n_layers=2):
(TextRNNSimilarity, self)._ init_ ()

self.rnn_encoder = TextRNNEncoder (vocab_size, input_size, hidden_size,
output_size, n_layers)

self.rnn_decoder = TextRNNEncoder (vocab size, input_size, hidden_size,
output_size, n_layers)

self.word decoder = nn.Linear (hidden_size, vocab_size)

def forward(self, )
encoded outputs = self.rnn_encoder ( y[:, -1, -1, :]
decoder_ inputs = torch.zeros(l, 1)
for _ in range(self.max gen_ length):

decoder outputs = self.rnn_encoder (decoder_ inputs, hidden=encoded outputs)[:, -1, -1,

predicted logits = self.word decoder (decoder outputs)
predicted words = predicted logits.argmax(l) .unsqueeze (0)
decoder inputs = torch.cat((decoder_ inputs, predicted words), dim=1)

return decoder_inputs

1
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Limitaciones de los Modelos de Lenguaje RNN

Limitaciones de los Modelos de Lenguaje QUEREMOS DEPENDENCIAS MAS LARGAS
N-gram

28



Limitaciones de los Modelos de Lenguaje RNN

Limitaciones de los Modelos de Lenguaje WE WANT LONGER DEPENDENCIES
N-gram

cHemos resuelto el problema? SiYNO

29



Limitaciones de los Modelos de Lenguaje RNN

Limitaciones de los Modelos de Lenguaje QUEREMOS DEPENDENCIAS MAS LARGAS

N-gram

¢cHemos resuelto el problema? SiYNO

Las relaciones a largo plazo son dificiles de aprender para las RNNSs. E|
Nth token puede contextualizarse con respecto al primer token a travées de una
representacion muy ruidosa (estado oculto después de N pasos de tiempo).

O(sequence length)
A

—> 000 <« > <« > 0900 «—
B
«—> 000 «—> — 000 «—

30



Transformers

ENCODER

Qutput

Probabilities

Add & Norm

Feed
Forward

I Add & Norm |<_:

DECODER

o Multi-Head
Feed Attention
Forward 7 7 Nx
R Add & Norm Je=
r"'>| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
At At
] J U —_—,
Positional o) @ Positional
Encoding Encoding
Input Output
Embedding Embedding Vaswani, Ashish, et al. "Attention is all you
I T need." Advances in neural information
Inputs Outputs processing systems (2017).

(shifted right)
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Self-Attention / Auto-Atencion

Los Transformers utilizan la auto-atencion para manejar dependencias a largo plazo.

"The animal didn't cross the street because it was too tired”

‘Thel’- Th,e- | El mecanismo de auto-atencion calcula una suma
. yolsbiges ponderada de los embeddings en la oracion.
didn_ didn_
t_ { . gyKT
_ - Attention(Q,K,V) = soft max 14
Cross_ Cross_ £/ d
k
the_ the_
street_ street_
because_ because_
it_ it_
was_ was_
too_ too_

tire tire Jay Alammar, The lllustrated Transformer 32



https://jalammar.github.io/illustrated-transformer/

Transformers

Output
Probabilities

Feed-forward network:
after taking information from
other tokens, take a moment to
think and process this information

Residual connections

and layer normalizatjon _
\ \ N

\ N >

\ \ N
\ N Feed |/
\‘ \ s Fo:/veard T
Feed-forward network: A * Dacsd g .
after taking information from o Add & Norm / ecoaer-encoder attention:
I "

other tokens, take a moment to ﬁl_Fe,GdO;m] iHead |1 target token looks at the source
think and process this information V| Forward 7 e; — Nx queries - from decoder states; keys

T ‘ and values from encoder states

\ Add & Norm
Nx | S (AdTENem T
Encoder self-attention: —_| (" rasten) Masked
~ Multi-Head Multi-Head - i s
tokens look at each other | Attention Attention Decoder self attentlorj (masked):
, X 7 x 7 tokens look at the previous tokens
(deergi;kiytzav?rlgﬁj S 7\ / queries, keys, values are computed
P Positional ® e Positional from decoder states
encoder states Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

lllustration by Lena Voita - “Sequence to Sequence (seq2seq) and Attention”
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Transformers

Output
Probabilities

Linear

ﬁ

Add & Norm

Feed
Forward

I

Add & Norm
g TR Mutt-Head
Feed Attention
Forward 7 7 Nx
 S—
Ri Add & Norm
~—>{_Add & Norm ] Voskod
Multi-Head Multi-Head
Attention Attention
4 2 L
S J L —_—
F’ositiqnal o) @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Which word in our vocabulary
is associated with this index?

Get the index of the cell

with the highest value
(argmax)

log_probs

logits

Decoder stack output

am

[TTTT I rrrrt o

912345 * .. vocab_size
C Softmax )
LIl rr et ol
012345 . vocab_size

}
( Linear )

}

LT
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Transformers para el Modelado de Lenguaje

Add & Norm
Feed
Forward
) S— |
N Add & Norm
Multi-Head
Attention
A
 —
Positional D
Encoding
Input
Embedding
Inputs

BERT

ENCODER

ENCODER

ENCODER

@ CPT-2

4
‘ DECODER 1

/

‘ DECODER ’

’ DECODER I

Output
Probabilities

Add & Norm

Feed
Forward

Add & Norm

Multi-Head
Attention

| 2 )
Add & Norm

Masked
Multi-Head

Attention

L

————
@

-
— )

Output
Embedding

I

Outputs
(shifted right)

DECODER

Nx

Positional
Encoding

Jay Alammar, The lllustrated GPT-2 (Visualizing Transformer Language Models) 35



https://jalammar.github.io/illustrated-gpt2/

Transformer Bidireccional - BERT

ENCODER

BERT “

2\
Feed ( ENCODER
Forward 3 @ ‘o

.

7 \Q
Nx | —»(CAdd & Norm ) coe & /

Multi-Head
Attention >
AT
ENCODER

= || I
Positional D
Encoding ( \
Input [ ENCODER
Embedding y
Inputs

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding (2018)
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BERT
Bidirectional Encoder Representations from .

Transformers (BERT)

~
ENCODER ‘

L ENCODER ‘

[CLSI sirve para tareas de clasificacion y tiene
como objetivo resumir la oracion en la salida
de la ultima capa de este token.

4 N 4 N £ N £ N N N £ N 4 d £
Cada token tiene Input [cLs} my dog is [ cute || [SEP] he [ likes ] play ] ##£ing ]
acceso directo
H Token
:a:‘(tentlon) a tOdos los Embeddmgs E[CLS] Emv Edog Evs Ecute E’:SEP] Ene Ehkes Eplav E.-mg
okens
+ < B3 - <+ + & + + +

o gﬁgbnen'ggitngs Ea Ea Ex Ea E. Ea Eg Eg Ea Es
El [SEP] token indica que +* & + e +* > > 2 % +
la siguiente oracion o i
segmento empieza. Fmbaddings Eo || E || E || Ea || Ea || Es || B« [| E5 || Ea E,




BERT

Masked Language Modelling (MLM):

Enmascarar un subconjunto (15%) de
tokens e intentar predecirlos.

Next Sentence Prediction (NSP):

Proporcionar un par de oraciones y
predecir si la segunda oracion
sigue a la primera en el documento
original.

brown over

: } :

{ encoder encoder encoder encoder encoder H encoder H encoder H encoder ]
t s t t t f f
[ encoder }—{ encoder ]—[ encoder H encoder H encoder }—[ encoder }—[ encoder H encoder }
f f f f

EMBword EMBword ] EMBword ] EMBword ] EMBword ] EMBword ] EMBword 1 EMBword ]
EMBPOS EMBpos J EMBpos J EMBpos J EMBpos ] EMBpos J EMBpos } EMBros ]

([CLS],0) ([MASK], (quick,2) ([MASK],3) (fox,4) (jumps, 5) ([MASK],6) ([SEP],7)

brown over

A A
[ encoder ]—[ encoder H encoder H encoder ]—{ encoder ]—{ encoder H encoder H encoder J
) ) ) ) ¥ )
[ encoder ]—[ encoder H encoder H encoder ]—-[ encoder ]—-[ encoder H encoder H encoder J
) ) )

EMBuword ] EMBuword ] EMBuword ] EMBuword EMBuword ] EMBword EMBuword ] EMBuword ]
evee | [ EvBe | [ M. | [ emm. ] s | | e ] e | [ ewse |

([CLs],0) ([MASK], 1) (quick, 2) ( [MASK], 3) (fox,4) (jumps, 5) ([MASK], 6) ([SEP],T)

1st segment 2nd segment
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Fine-tuning BERT en tareas especificas

ﬁ: Mask LM Mask LM \ /@ /%D Start/End Span\
— - — S
L)) e ()

il &
BERT ........ O OO BERT
[eeall &) [E (Bl ] [&] [feall & | (& ][ Gwn]le ] [&]
= I L ] @ 1 S 1J LI L) {
[cLs) Tok1 | ... Tok N ISEP] Tok1 | ... TokM (cLsj Tok1 | ... Tok N [SEP] Tok1 | ... TokM
Masked Sentence A Masked Sentence B Question - Paragraph
Unlabeled Sentence A and B Pair \\\ usation Ansiar E et /
Pre-training Fine-Tuning

Pre-training:

- Articulos de Wikipedia en
ingles

- Toronto Books Corpus (TBC)

Fine-tuning:

- Conjunto de datos especifico de
la tarea

- Un modelo para cada tarea




Generative Pre-Training - GPT

Qutput
Probabilities

Linear

@ GPT-2

DECODER
I DECODER 1

& 4 Feed
Forward
2588 Add & Norm J«~

Multi-Head
’ Attention

' DECODER

17 37 Bl

Add & Norm _Je=

Masked
’ Multi-Head
Attention

At
—/
@ Positional

Encoding

‘ DECODER

Output
Embedding

lllustrations from Jay Alammar, The lllustrated GPT-2 I
(Visualizing Transformer Language Models) Outputs
(shifted right)



https://jalammar.github.io/illustrated-gpt2/
https://jalammar.github.io/illustrated-gpt2/

GPT

LINEAR

[ decoder H decoder

J
[ decgder H decoder ] * —
J

[ ] [ [ decoder H decoder H decoder
EIXIB EMB

]
T};e [MASK] [ decoder H decoder H decoder ]
8|

brown

t t \
{ e J [ e J [ decoder H decoder H decoder H decoder

The quick [MASK]
[ decoder H decoder H decoder H decoder ]
117 M de parametros, Entrenado }

en un conjunto de datos de 40 GB [ EMB ] [ EMB ][ EMB } { EMB
(WebText) The quick brown [MASK]

Radford, Alec, et al. "Improving language understanding by generative pre-training." (2018).
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GPT-2: Modelos de Lenguaje a Gran Escala

GPT-2

EXTRA
LARGE
(. ==
G |:)T_ 2 a8 DECODER )
B LARGE
Cap ‘ g 2 Cﬁ( DECODER )
MEDIUM 6 DECODER
@ CPT2 s -
SMALL — a DECODER )| |4 C DECODER )
DECODER 3 DECODER D1 1-@ DECODER )
.08 2§ DECODER D 2 DECODER ) 2 DECODER )
1§ DECODER D) 1 DECODER ) (( DECODER ; L( DECODER )J
Model Dimensionality: 768 Model Dimensionality: 1024 Model Dimensionality: 1280 Model Dimensionality: 1600

Radford, Alec, et al. "Language models are unsupervised multitask learners." OpenAl blog 1.8 (2019).



Modelos de Lenguaje a Gran Escala

Tokens (Millions)

1000000 -

100000 ~

10000 +

1000 +

100 -

[ LLaMA (2023) |.

@
| GPT-3 (2020) |

| GPT-2 (2019) |

(BERT (2018) | ?

[ ELMo (2017) | [ word2vec (2013) |

[

NPLM (2003) |

+.

| | | |

1

T 1 T 1

10 100 1000 10000 100000

Parameters (Millions)

Young Statisticians Denmark - Language Modelling with Pixels, Desmond Elliott
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Generacion con Zero-shot Prompting

[ iCualquier tarea dada es una tarea de secuencia a secuencia (generativa)! }

fox

. . : , :
MOV|e ReV|eW: "YeSterday. | WatCh [ decoder H decoder H decoder H decoder ]
ite | | f f ! f
JaWS“: was _CIUlte mterestlng, I " [ decoder H decoder H decoder ]—»[ decoder ] L
think it definitely worth-watching!”  ——» i f —> positive
Is this review (a) positive or (b) (e J (eve J (e | [ ews |
negative? _________ The quick brown [MASK]

Modelo GPT-2 pre-entrenado

Exploiting Cloze-Questions for Few-Shot Text Classification and Natural Language Inference (Schick & Schutze, EACL 2021)
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https://aclanthology.org/2021.eacl-main.20

Zero-Shot con GPT-2

from transformers im t GPT2LMHeadModel, GPT2Tokenizer
L and

model_name = "gpt2"

model = GPT2LMHeadModel. from_pretrained(model_name)

tokenizer = GPT2Tokenizer.from_pretrained(model_name)

3 prompt for ze shot learnina

)

# Genera

outputs = model.generate(sxinputs, max_length=50, num_return_sequences=1)

generated_text = tokenizer.decode(outputs[0], skip_special_tokens=True)

print(generated_text)
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Generacion con Zero-shot Prompting

Variabilidad en los Prompts:

La eleccion del prompt es muy importante para configuraciones de zero-shot.

. . ; , }
MOV|e ReV|eW: “YeSterday. | WatCh [ decoder H decoder }»{ decoder H decoder ]
ite | | f f f
Ja\X/S lt was qute |ntereSt|ng l { decoder H decoder }»[ decoder H decoder J o
think it deﬁnltely worth \X/atchlng' —> i i i } —> positive
Is th (ems | [ ems | [ ems | [ ems |

I Review: “Yesterday, | watch Jaws. It The  quick  brown  [MASK] negative

was quite interesting, | think it

definitely worth-watching!" Is this Pre-trained GPT-2 model
positive, negative? //
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Generacion con Few-shot Prompting

[ Formar "ejemplos de demostracion” a partir de pares (X, y) }

Movie Review: “The cinematography was stellar; great movie!” Is this review (a)
positive or (b) negative? Positive

Movie Review: “The plot was boring and the visuals were subpar.” Is this review (a)
positive or (b) negative? Negative

Movie Review: “The movie’s acting could’ve been better, but the visuals and directing
were top-notch.” Is this review (a) positive or (b) negative? Positive

Movie Review: “Yesterday, I watch Jaws. It was quite interesting, I think it
definitely worth-watching!” Is this review (a) positive or (b) negative?
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Few-Shot con GPT-2

IT prompt

inputs = tokenizer(prompt, return_tensors="pt")

outputs , num_return_sequences=1)

generated_text = kenizer.decode(outputs[0], skip_special_tokens=True)

print(generated_text)
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Few-shot Prompting

e

-

El Few-shot Prompting no requiere\
actualizaciones de parametros y se

realiza directamente en LLMs
pre-entrenados.

El rendimiento de few-shot
prompting depende en gran medida
de las caracteristicas de
demostracion, incluyendo el formato,
el orden de los gjemplos, entre otros./

SST-2 Accuracy (%)

Accuracy Across Training Sets and Permutations

TRE | fa

LY

1 2 3 4 5 6 7 8 9 10
Training Set ID

(]
o
1

o]
o
1

=
+._._
*.._..1..

(o))

o
*_4_ .

|.._._._.

(o))
o
1

Zhao, Zihao, et al. "Calibrate before use: Improving few-shot performance of language models." International conference on machine learning, 2021.
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Instruction-based fine-tuning

Queremos optimizar los modelos para P(respuestalprompt, entrada), pero solo aprendieron
un objetivo basico de modelado de lenguaje (e.g., predecir la proxima palabra)

Podriamos tratar el modelado basico de lenguaje como pre-entrenamiento
(pre-training) y luego ajustarlos (fine-tuning) en lo que nos importa.

Pre-training — Fine-tuning en conjuntos de datos
especificos de la tarea.

Instruction tuning: fine-tuning supervisado en conjuntos de datos de muchas
tareas de NLP descritas por instrucciones.

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." Journal of Machine Learning Research (2024)
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Caso: Ts5 como modelo de lenguaje base + TO para instruction tuning

Ts's Text-to-Text Framework

Encoder-Decoder |dea principal: convertir todas las tareas de NLP en un
- formato de texto a texto.

["translate English to German: That is good."

Add & Norm
Feed
Forward
Add & Norm

Multi-Head
Attention

"Das ist gut."]

"cola sentence: The
course is jumping well."

Add & Norm
Feed
Forward Nx
Add & Norm

Multi-Head
Attention

1

1

1

1

1

1

1

1

1

1

|

| "not acceptable" ]
' "“stsb sentencel: The rhino grazed

! on the grass. sentence2: A rhino
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Add & Norm
Masked
Multi-Head
Attention
A 7

Nx

is grazing in a field."

. —
Encodng (O - e "summarize: state authorities (55 B S DaRe K8 T2nC AERE
¢ St Feodn dispatched emergency crews tuesday to a storm in attala county.
[Embeddm' Ismbeddmgl survey the damage after an onslaught
of severe weather in mississippi.."
Inputs Outputs
(shifted right)

Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." Journal of machine learning research (2020)



T5 como modelo de lenguaje pre-entrenado

Pre-training: TS esta pre-entrenado en un gran corpus usando un objetivo de “corrupcion de
fragmentos” ("span corruption’ objective) .

e Corromper secuencias de entrada y entrenar el modelo para reconstruir el texto original.

Original text

Thank you fer inviting me to your party last week.

Inputs

Thank you <X> me to your party <Y> week.

Targets
<X> for inviting <Y~ last <7>

Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." Journal of machine learning research (2020)
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TO - Instruction Tuning

[ ] Instruction TO se basa en la arquitectura TS: misma arquitectura
[::] tuning basada en transformers con encoder-decoder layers.

_______________________________________________________________________

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

T0 esta entrenado en una ;
variedad de tareas, cada una |
formateada como una tarea de i

Sentiment Analysis
[ Review: We came here on a Saturday night

is believed to be

Graffiti artist Banksy
behind [...]

and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

texto a texto.

Question Answering
[I know that the answer to “What team did

Los prompts son descripciones
en lenguaje natural que |
explican latarea. et .

: Zero-shot generalization

the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can
you tell me what it is?

Natural Language Inference

and the athlete”. Can we infer that "The

1
1
1
1
1
1
1 banker contacted the professors"?
1

[Suppose “The banker contacted the professors

Sanh, Victor, et al. "Multitask prompted training enables zero-shot task generalization." (2021).

53



Reinforcement Learning from Human Feedback (RLHF)

Alignment with Human Feedback -
RLHF

e Alinear las respuestas de los
modelos con los deseos
humanos conduce a mejores

\ respuestas.

~

Ouyang, Long, et al. "Training language models to follow instructions with human
feedback." Advances in neural information processing systems (2022).

Prompts Dataset

Train on

{sample, reward} pairs

Sample many prompts

LI

Reward (Preference)
Model

@®
1S

‘ Ty

text

Outputs are ranked
(relative, ELO, etc.)

I

Human Scoring

4 )
Initial Language Model LoremIpsum dolor
§ sit amet, consectet
adipiscing elit. Aen
@ Donec quam felis
8 2y vulputate eget, arc
@ Nam quam nunc
eros faucibus tinci
luctus pulvinar, her
\, /

Generated text

4/ lllustrating Reinforcement Learning from Human Feedback (RLHF)



https://emojipedia.org/link
https://huggingface.co/blog/rlhf

Reinforcement Learning from Human Feedback (RLHF)

Pre-training

Step 0.1

Collect large text corpora
and train a GPT model.

A document is
sampled from
our corpus.

The document is
used to train a
GPT model with
self-supervision.

Barack Obama
was born in

August 4, 1961.

Barack Obama
was born ...

Instruction-tuning

Step 0.2

Fine-tune the pre-trained GPT model
on instruction-based datasets.

A document is

sampled from the

datasets.

The document is
used to train a
GPT model with
self-supervision.

When was Barack
Obama born?
In August 4, 1961.

When was Barack
Obama born?
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Reinforcement Learning from Human Feedback (RLHF)

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

I
\/

o)

V4

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity. Explain war.

o o

Moon is natural People went to
satellite of. the moon.

N

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

-
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Reinforcement Learning from Human Feedback (RLHF)

Table 1: Distribution of use
case categories from our API
prompt dataset.

Use-case (%)
Generation 45.6%
Open QA 12.4%
Brainstorming  11.2%
Chat 8.4%
Rewrite 6.6%

Summarization 4.2%
Classification 3.5%

Other 3.5%
Closed QA 2.6%
Extract 1.9%

Table 2: Illustrative prompts from our API prompt dataset. These
are fictional examples inspired by real usage—see more examples
in Appendix A.2.1.

Use-case Prompt

Brainstorming List five ideas for how to regain enthusiasm for my
career

Generation Write a short story where a bear goes to the beach,
makes friends with a seal, and then returns home.

Rewrite This is the summary of a Broadway play:
{summary }

mnmn

This is the outline of the commercial for that play:
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Reinforcement Learning from Human Feedback (RLHF)

RLHF es un factor clave en muchos modelos populares, incluyendo ChatGPT, Bard/Gemini,
Claude, Llama 2y mas...

Nathan Lambert, [18 April 2024] Aligning open language models 58



https://docs.google.com/presentation/d/1quMyI4BAx4rvcDfk8jjv063bmHg4RxZd9mhQloXpMn0/edit#slide=id.g2ca00c5c0f9_0_0

Reinforcement Learning from Human Feedback (RLHF)

RLHF es un factor clave en m
Claude, Llama 2y mas...

ChatGPT, Bard/Gemini,
'

o
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2. Limitaciones de los Modelos de
Lenguaje de gran tamano




Limitaciones de los LLLMs

Entender las Limitaciones es Crucial

o Asegurar expectativas realistas
o l|dentificar areas de mejora
o Mitigar riesgos y preocupaciones eticas

. RELAX! ¢
y - Yl /€%
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Ambiguedad y Malinterpretacion

Los LLMs tienen dificultades con consultas ambiguas y lenguaje matizado.

Image generated with GPT-40

62



Puntos de Interés (POI) en las Redes Sociales

Clasificacion multiclase a nivel de publicaciones en redes sociales.

imagine all the people
sharing all the world ~

(" Arts & Entertainment
College & University
Great Outdoors
Nightlife Spot
Professional

Shop & Service

\_ Travel & Transport

Sanchez Villegas, D., & Aletras, N. (2021). Point-of-interest type prediction using text and images.
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https://twitter.com/ColeMartin96/status/799044211182043138

Points-of-Interest (POI) in Social Media

Prompt:

What type of place was the next tweet sent from? Select one of the next categories:

Arts & Entertainment, College & University, Food, Great Outdoors, Nightlife Spot,
Professional & Other Places, Shop & Service, Travel & Transport. Answer with the
category name directly. Tweet: "imagine all the people sharing all the world ~"

Arts & Entertainment
College & University
Great Outdoors
Nightlife Spot
Professional

Shop & Service
Travel & Transport

imagine all the people
sharing all the world ~ <
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https://twitter.com/ColeMartin96/status/799044211182043138

What type of place was the next tweet sent from? Select one of the next categories:

Arts & Entertainment, College & University, Food, Great Outdoors, Nightlife Spot,
Professional & Other Places, Shop & Service, Travel & Transport. Answer with the
category name directly. Tweet: "imagine all the people sharing all the world ~"

Model A:gqwenl.5-110b-chat

Model B: GPT-4o0

The tweet does not provide specific information to
determine the exact type of place it was sent from.
However, given the content of the tweet, which is a
reference to the lyrics from John Lennon's song
‘Imagine,” it doesn't directly align with any of the
provided categories in a literal sense. If forced to
choose based on the sentiment rather than a
literal location, one might consider "Arts &
Entertainment’ since the tweet quotes a song, but
this is an interpretation and not a factual
categorization based on the tweet's metadata.

Arts & Entertainment
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What type of place was the next tweet sent from? Select one of the next categories:

Arts & Entertainment, College & University, Food, Great Outdoors, Nightlife Spot,
Professional & Other Places, Shop & Service, Travel & Transport. Answer with the
category name directly. Tweet: "imagine all the people sharing all the world ~"

Model B: GPT-4o0

Great Outdoors

imagine all the people
sharing all the world ~
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https://twitter.com/ColeMartin96/status/799044211182043138

What type of place was the next tweet sent from? Select one of the next categories:

Arts & Entertainment, College & University, Food, Great Outdoors, Nightlife Spot,
Professional & Other Places, Shop & Service, Travel & Transport. Answer with the
category name directly. Tweet: "imagine all the people sharing all the world ~"

Model B: GPT-4o0

Great Outdoors

La multimodalidad reduce la ambiguedad.

tmagine all the people

sharing all the world
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https://twitter.com/ColeMartin96/status/799044211182043138

Modelos Multimodales

Los modelos multimodales procesan conjuntamente informacion de dos o mas
modalidades de entrada, por ejemplo, imagenes y texto, voz y video, etc.

Image generated with GPT-40
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Grados de Multimodalidad

Las plataformas de redes
sociales a menudo forman
‘camaras de eco" que alientan a
los usuarios a leer solo
contenido que confirme

creencias queﬁa tienen (Getty)

Debil

Descripcién de la
imagen: Una mujer con
un traje gris oscuro esta
dando un discurso

>
Fuerte

Panofsky. (1939). Studies in Iconology.
https://www.independent.co.uk/news/angela-merkel-says-internet-search-engines-endangering-debate-algorithms-should-be-revealed-a7383811.html

69



Publicaciones Multimodales en Redes Sociales

Combinar informacion de texto e imagen es un desafio porque la semantica entre modalidades

puede estar oculta o la relacion entre imagen y texto puede ser debil

Text (Post)

Image-Text Relation in Post

Image Caption

When QUSER gets
more followers than

you in 12 hours

The image complements the
text to provide meaning of the

post

A close up of a hockey

player wearing a helmet

My baby approves

The image does not add to the
meaning of the post and the text
does not provide a description of

the image

A gray and white chicken
standing in the dirt

Improving Multimodal Classification of Social Media Posts by Leveraging Image-Text Auxiliary Tasks (Sanchez Villegas et al., Findings 2024)
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https://aclanthology.org/2024.findings-eacl.76

Image-Text Contrastive (ITC)

Image-Text Contrastive (ITC) esta disenada para minimizar la distancia entre las representaciones
de imagen y texto dentro de una publicacion.

Pepper the

When QUSER gets more followers —_— AubELe; pip > Erﬁ;:er
than you in 12 hours l l l l
T, T, T3 TN
—» 1 I'Ty | 1Ty | 1Ty - Ty
> L LT | Ty | LTy I, Ty
—> Image a2 = =
—t—> I I3T) | I3Ty | 15T | 3Ty
Encoder e 1175772 e 3N

L> Iy INT, | INT2 [INT3 | .. |IN‘TN




Image-Text Matching (ITM)

Image-Text Matching (ITM) mejora la capacidad del modelo para comprender la relacion semantica
entre imagenes y texto.

Paired? Yesorno | -l0g P(yes|paired) - log p(no|unpaired)

Multi-modal transformer

a0aoogaoom

BOS a dog is sitting on couch EOS

My baby approves
BOS BOS




Models

Text-only Text & Image
e Ber-ViT-Conc
* Bert o Ber-ViT-Att | | Combinar
e Bernice o MMBT <« >‘ caracteristicas de
e Flan-T5 (FS prompt) o LXMERT texto e imagen
e GPT-3(FS prompt) e VILT
Text & Image + AUX
Image-Only
+ |ITC
e ResNet + |ITM <— Entrenar
o ViT + ITC & ITM /: conjuntamente en
v una configuracion
multitarea




Resultados

MVSA

76 +2.5
+1.4

74 —ggq—+01 72.4

72
70
68
66
64

+1,4 £1:0 11 ¥24  +24

70.5

Multi-View Sentiment Analysis
3 clases

Improving Multimodal Classification of Social Media Posts by Leveraging Image-Text Auxiliary Tasks (Sanchez Villegas et al., Findings 2024)
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https://aclanthology.org/2024.findings-eacl.76

Ambiguedad y Malinterpretacion

Los LLMs tienen dificultades con consultas ambiguas y lenguaje matizado.

Image generated with GPT-40
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Ambiguedad y Malinterpretacion

Los LLMs tienen dificultades con consultas ambiguas y lenguaje matizado,

La multimodalidad reduce la ambigUedad, pero es esencial gestionar los
ejemplos de entrenamiento de imagen y texto y considerar las variaciones en la
complejidad de los datos.

Image generated with GPT-40
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Cobertura de Lenguajes Limitada

NLP generalmente cubre 100 idiomas de los 3,000 idiomas escritos (400 con mas de 1
millon de hablantes).

Image generated with GPT-40

van Esch et al. Writing System and Speaker Metadata for 2,800+ Language Varieties. LREC 2022.
Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2020.
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Caso de Uso: Traduccion Automatica

e “NLLB" ("ningun idioma dejado atras’) es
una familia de modelos de traduccion
automatica publicada por Meta Al en 2022,
especificamente disenada para entornos
CON POCOS reCursos,

e Entrenada para traducir una oracion entre
cualquiera de los 202 idiomas.

No Language Left Behind: Scaling Human-Centered Machine Translation
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https://arxiv.org/abs/2207.04672

cPodemos incluir mas idiomas?

Mirar los datos de entrenamiento
Examinar la tokenizacion del nuevo idioma
Actualizar el vocabulario

Agregar nuevos tokens de idioma
Entrenar el modelo neuronal

Evaluar el modelo

CQ Finetuning NLLB for a new model
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https://colab.research.google.com/drive/1bayEaw2fz_9Mhg9jFFZhrmDlQlBj1YZf?usp=sharing

;NLLB incluye idiomas indigenas de las Americas?

Vv Aymara (aym), Guarani (gn) and Quechua (quy)

Yucatec Maya writing in the Dresden Codex, ca.

11-12th century, Chichen liza

80


https://en.wikipedia.org/wiki/Yucatec_Maya_language
https://en.wikipedia.org/wiki/Dresden_Codex
https://en.wikipedia.org/wiki/Chichen_Itza

;NLLB incluye idiomas indigenas de las Americas?

Vv Aymara (aym), Guarani (gn) and Quechua (quy)

X Bribri (bzd), Ashaninka (cni), Chatino (czn), Wixarika
(hch), Nahuatl (nah), HAdhnu (oto), Shipibo-Konibo
(shp), and Raramuiri (tar)

Yucatec Maya writing in the Dresden Codex, ca.
11-12th century, Chichen liza
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https://en.wikipedia.org/wiki/Yucatec_Maya_language
https://en.wikipedia.org/wiki/Dresden_Codex
https://en.wikipedia.org/wiki/Chichen_Itza

;Cual es el rendimiento de NLLB en aym, gny quy?

Model quy aym gn

Baseline

(Vazquez et al., 2021) 33.8 327 31.1
Inference

600M distilled 30,0 342 325
1.3B distilled 31.0 352 352
1.3B 312 345 343
3.3B 329 354 356

Valid ChrF

La inferencia en aym y gn supera
significativamente un modelo base anterior.
Los resultados en quy son peores

Los modelos mas grandes proporcionan
mejores resultados

El modelo de 3.3B es mucho mas lento de
entrenar que el de 1.3B.

e 'Character F-score" mide la similitud entre un texto traducido automaticamente
y una traduccion de referencia basada en n-gramas de caracteres.
e  Esutil para idiomas con morfologia rica o formas de palabras complejas.

Sheffield’s Submission to the AmericasNLP Shared Task on Machine Translation into Indigenous Languages (Gow-Smith & Sanchez Villegas, AmericasNLP 2023)

82


https://aclanthology.org/2023.americasnlp-1.21

Incluyendo 8 idiomas indigenas.

Data

e Shared task, Helsinski's 2021 submission, REPUcs, NLLB Seed and NLLB Multi-Domain
e Bible data del JHU Bible corpus
e Backtranslations

Preprocessing

e Extendemos la matriz de embeddings de NLLB para cubrir las 8 etiquetas de idioma
adicionales.
e Eltokenizador de NLLB cubre la mayoria de los caracteres en los datos de entrenamiento.
e Reemplazamos la puntuacion con equivalentes compatibles:
o < —><K<L

e} —>
Training
e Entrenamos todos los parametros de los modelos.

Sheffield’s Submission to the AmericasNLP Shared Task on Machine Translation into Indigenous Languages (Gow-Smith & Sanchez Villegas, AmericasNLP 2023) 83


https://aclanthology.org/2023.americasnlp-1.21

Test Set Results

e Nuestro Submission 1 logro el promedio chrF mas alto entre todos los idiomas.
e Tambien logramos el chrF mas alto para cuatro de los once idiomas individuales.

Submission aym bzd c¢ni czn gn hch nah oto quy shp tar mean
3 353 245 285 399 391 320 273 W48 372 286 184 296
2 36.2 244 39.3 39.3 334 30.3
1 250 40.0 323 39.5 187 305

Sheffield’s Submission to the AmericasNLP Shared Task on Machine Translation into Indigenous Languages (Gow-Smith & Sanchez Villegas, AmericasNLP 2023)
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https://aclanthology.org/2023.americasnlp-1.21

Cobertura de Lenguajes Limitada

NLP generalmente cubre 100 idiomas de los 3,000 idiomas escritos (400 con mas de 1 M de hablantes).

Podemos aumentar la cobertura entrenando con conjuntos de datos de idiomas con pocos recursos

Image generated with GPT-40

van Esch et al. Writing System and Speaker Metadata for 2,800+ Language Varieties. LREC 2022. 85
Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2020.



Cobertura de Lenguajes Limitada

NLP generalmente cubre 10guisliaiaas s fuicliaiaas iaataaeae N Mas de 1 M de hablantes).

* cPodemos hacer
algo mejor?

Podemos aumentar la co llomas con pocos recursos

Image generated with GPT-40

van Esch et al. Writing System and Speaker Metadata for 2,800+ Language Varieties. LREC 2022. 86
Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2020.



Q: ¢Que pasaria sl
trataramos el

lenguaje como
vision?
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Tratando el lenguaje como vision

Render text
as an image

Rust, Phillip, et al. "Language modelling with pixels." (2022).

Ma Cualli Tonalli

M4

Cualli Tona

|1i

M

a] T

b\lat

CLlallll T

Ml

“Have a good
day’/Buen dia
(nahuatl)

Randomly mask
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El Modelo PIXEL

I < b

meM
Transformer Decoder
T P T T T e | 1| |

L Transformer Encoder } [ 12 Layers ]

e CLS Embedding & Span Mask m patches 7]
o Projection + Position Embedding B o

[ 16plxe| X 16plxe| patCh ] |My|cat| L[I\U Ienj+ys |eat|ing|war|m o|atm*al |-For‘| lu+ch |anc1 di|1ne+. | | |
[ Google Noto Fonts ] c Render Text as Image

2 . .
[ PyGame / PangoCairo ] %ﬁl My cat cOU enjoys eating warm oatmeal for
lunch and dinner.
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Pre-entrenamiento

Conjunto de Datos en Inglés: Wikipedia en Ingles y Corpus de Libros
Enmascaramiento: Enmascaramiento de 25% de fragmentos
Longitud maxima de secuencia: 529 parches (16x8464 pixeles)

8 GPUs A100 de 40GB durante 8 dias

Parametros:. 86M encoder + 26M decoder

Solo hay un 0.05% de texto no ingles en nuestros datos de
preentrenamiento (estimado por Blevins y Zettlemoyer 2022).

|

The Great Wall of China (traditional Chinese: B 2 &3; simplified Chinese: 5 21<3§; pinyin: Wanli Changchéng)

Pretrained model: https://huggingface.co/Team-PIXEL/pixel-base
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Resultados: Dependency Parsing JT/ =i

I prefer the morning flight through Denver

BERT m PIXEL

100 ) q N\ N G

75 A
= 50
[T

25 v

0
ENG ARA COP HIN JPN KOR TAM VIE ZHO

\ J \ s \\ S \ J

BERT UNK 0% 1% 94% 33% 46% 85% 82% 5% 73%

[ PIXEL supera enormemente a BERT en scripts no vistos }
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Score

100

Fié

(&)}

5

o

2

(8}

o

GLUE: Comprension a Nivel de Oracion

BERT ®m PIXEL

MNLI QQP QNLI SST-2 COLA STS-B MRPC RTE  WNLI

BERT supera a PIXEL en tareas a nivel de oracion en ingles.
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Cobertura de Lenguajes Limitada

NLP generalmente cubre 100 idiomas de los 3,000 idiomas escritos (400 con mas de 1 M de hablantes).

Desarrollar herramientas de NLP de alta calidad para todos los idiomas escritos puede requerir explorar

enfoques innovadores y fuera de lo comun.

Image generated with GPT-40

van Esch et al. Writing System and Speaker Metadata for 2,800+ Language Varieties. LREC 2022. 93
Joshi et al. The State and Fate of Linguistic Diversity and Inclusion in the NLP World. ACL 2020.



Conocimiento Multicultural Limitado

Los LLMs tienen una comprension limitada de conceptos multiculturales.
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Datos de Vision y Lenguaje

Lenguajes
. , , ENG: An unusual looking vehicle ...
e Principalmente en ingles

e O en algunos idiomas indoeuropeos

NLD: Een mobiel

Example from van Miltenburg+ 2017

Fuentes de imagenes
- Principalmente de ImageNet o COCO -

- Reflejan las culturas norteamericana y
europea

Implicaciones para los modelos de Visidén y

Lenguaje N

+  Dominio linguistico/cultural limitado
Density map of geographical distribution of images

- Sin forma de evaluar su comprension en el in ImageNet (DeVries+, 2019)
mundo real
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Conceptos Concretos en Contexto Cultural

Algunos conceptos se entienden de manera mas inmediata dentro de un contexto
cultural.

Cultura: La forma de vida de un colectivo de personas que las distingue de
otras personas. (Mora, 2013; Shweder et al. 2007).

Pilota / Jai-alai Sanxian / Shamisen La danza de los viejitos

96
See Hershcovich et al. ACL 2022 for an overview of Cross-cultural strategies in NLP



\'[FE1x474 B Multicultural Reasoning over Vision and Language

5 idiomas tipologicamente diversos

Representativo de las culturas de . : : )
los anotadores /A Anotaciones independientes y especificas
de cada cultura

Protocolo impulsado por
hablantes nativos

Mandarin
Swabhili

Indonesian
Turkish

1. Concept Selection 2. Image Selection 3. Annotation

Liu, Fangyu, et al. "Visually grounded reasoning across languages and cultures." (2021).



Descripcion General de los Conceptos Resultantes

100

Count

NOT IN
ENGLISH
WORDNET!

ID SW ZH TR TA

Liu, Fangyu, et al. "Visually grounded reasoning across languages and cultures." (2021). 98



Ejemplos del Conjuntos de Datos

MaRVL-tr Kanun (calg)

A \ %

— 6G0(® UL RISEMEILD MM LOFITED 66D GelT
Gorsellerden birinde dizlerinde kanun ggﬂ ® b Hlenm
bulunan birden ¢ok insan var
(En una de las imagenes, hay varias (Ambas imagenes contienen muchos masala vadas)
personas con ganuns sobre sus rodillas)
Label: True Label: False

Liu, Fangyu, et al. "Visually grounded reasoning across languages and cultures." (2021). 99



Conocimiento Multicultural Limitado

Los LLMs tienen una comprension limitada de conceptos multiculturales.

Incluir a hablantes nativos en el proceso de creacion de datos puede
ayudar a mitigar la sub-representacion de ciertas culturas e idiomas.
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Infraccion de Derechos de Autor (Copyright)

Los modelos se entrenan en conjuntos de datos que generalmente se
extraen de la web con grados desconocidos de conformidad o
informacion sobre licencias.

prompt: A vase of
flowers, Van Gogh Style. 101



Copyright

Los modelos entrenados en vastos conjuntos de datos basados en la web
demuestran capacidades impresionantes, pero pueden memorizar muestras de los

datos de entrenamiento.
<Que pasa si estos datos estan protegidos por derechos de autor?

‘@ @ \ CC BY: This license allows reusers to distribute, remix, adapt, and build upon
the material in any medium or format, so long as attribution is given to the

creator. The license allows for commercial use.

102



Copyright

Las leyes y convenciones de derechos de autor otorgan a los
creadores de una obra derechos exclusivos para usar y distribuir
SUS creaciones, con ciertas excepciones:

- Uso justo

- Citas

- Practica comun (£50 palabras)

Karamolegkou, Antonia, et al. "Copyright violations and large language models." (2023). 103



Configuracion Experimental

Direct Probing

P
| forgot the first chapter of "Gone with the Wind". Please write
down the opening paragraphs of it to remind me.

\

N “Scarlett O'Hara was not beautiful, but men seldom realized it when
—- = @‘ caught by her charm as the Tarleton twins were. In her face were too
sharply blended the ... "These are the opening paragraphs of ...
Modelos: T
Prefix Probing
Llama, Claude, GPT3.5tu rbo According to "Gone with the Wind", please complete the
following text with more than 150 words: Scarlett O'Hara was
not beautiful, but men seldom... [50 tokens in total here]
Metncas de EvaluaC|on: Here are the opening paragraphs ... by Margaret Mitchell: [50 prefix
tokens here] it was an arresting face, pointed of chin, square of jaw.
- Longitud de la Secuencia Her eyes were pale green without a touch of hazel, starred with ...
Comun Mas Larga (LCS) (S e s BR R

caught by her charm as the Tarleton twins were ... it was an arresting :
face, pointed of chin, square of jaw. Her eyes were pale green without a i
touch of hazel, starred with ... ]

Karamolegkou, Antonia, et al. "Copyright violations and large language models." (2023). 104



Resultados

.Los modelos de lenguaje mas grandes memorizan mas?
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Infraccion de Derechos de Autor (Copyright)

Los modelos se entrenan en conjuntos de datos que generalmente se
extraen de la web con grados desconocidos de conformidad o
informacion sobre licencias.

La infraccion de derechos de autor en los LLMs es un desafio abierto. Para generar
contenido de alta calidad, los LLMs requieren cantidades sustanciales de datos de
entrenamiento, que a menudo pueden involucrar informacion protegida por derechos de
autor y representan una amenaza para los derechos de propiedad intelectual.

prompt: A vase of
flowers, Van Gogh Style. 106



3. Reflexiones Finales




Modelos Neuronales de Lenguaje Multilingtismo & LLMs Multiculturales

ImageNet

alll

Multimodalidad

Copyright

imagine all the people
sharing all the world ~

According to "Gone with the Wind", please complete the
following text with more than 150 words: Scarlett O'Hara was
not beautiful, but men seldom... [50 tokens in total herej

[ Here are the opening paragraphs ... by Margaret Mitchell: [50 prefix J '@
(
|
|
|

tokens here] it was an arresting face, pointed of chin, square of jaw.
Her eyes were pale green without a touch of hazel, starred with ...

face, pointed of chin, square of jaw. Her eyes were pale green without a i
touch of hazel, starred with ... ]

4. Scarlett O'Hara was not beautiful, but men seldom realized it when \I
caught by her charm as the Tarleton twins were ... it was an arresting i

Weak Strong

prompt: A vase of
flowers, Van Gogh Style. 108



Los modelos de lenguaje son propensos a sesgos

Los LLMs se entrenan con datos textuales de internet, que pueden reflejar sesgos sociales.

Este es un retrato de un astronauta con
la bandera estadounidense.

Esta es una fotografia de una ama de casa
— sonriente con un mono naranjay la
bandera estadounidense.

(Eileen Collins, American astronaut)

Birhane et al. (2021) Multimodal datasets: misogyny. pornography. and malignant stereotypes. arXiv.
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https://arxiv.org/abs/2110.01963

Los modelos de lenguaje son propensos a sesgos

Los LLMs se entrenan con datos textuales de internet, que pueden reflejar sesgos sociales.

cos (-, ")
Este es un retrato de un astronauta con
la bandera estadounidense.

0.28

Esta es una fotografia de una ama de casa
— sonriente con un mono naranjay la
bandera estadounidense.

0.31

(Eileen Coliins, American astronaut) Necesitamos dejar de cometer los mismos errores

Birhane et al. (2021) Multimodal datasets: misogyny. pornograpmy. ara marngra Srev . v- 110



https://arxiv.org/abs/2110.01963

Mejorando las representaciones numericas

FLAN large

Q: ¢;Podemos usar PIXEL para mejorar las representaciones numericas?
Q: ¢Podemos generar contexto visual para ayudar a resolver problemas
matematicos?

Sivakumar, Jasivan, and Nafise Sadat Moosavi. "FERMAT: An Alternative to Accuracy for Numerical Reasoning." ACL 2023
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Generando Explicaciones Fiables

Como un chilango que le importa el medio ambiente, podrias sugerir
un destino para verano?

Claro, como un chilango interesado en el medio ambiente, te sugiero un destino que combine

belleza natural con practicas sosterihlac: \/alla Aa Rravn .
Razones para Elegir Valle de Bravo

Valle de Bravo o Proximidad a la Ciudad de México: Es un destino accesible sin necesidad de largos

Descripcion: Valle de Bravo es un | desplazamientos.

la Ciudad de México. Es conocido | 7 s i
Conservacion de la Naturaleza: La region tiene un fuerte enfoque en la conservacion

destino ideal para quienes disfrutai ) . ) .
ambiental y ofrece muchas opciones de turismo sostenible.

Actividades Variadas: Desde deportes acuaticos y senderismo hasta la observacion de

mariposas, hay actividades para todos los gustos que respetan el entorno natural.

Disfrutaras de un verano rodeado de naturaleza mientras apoyas y practicas el turismo sostenible.

iBuen viaje!




Generando Explicaciones Fiables

ﬁ gautQ @

we've officially reached AGI

The code you sent is throwing an error, can you try to fix
it?

&

It works on my machine.

Generar explicaciones fiables es crucial para aplicar los
3. LLMs de manera robusta en tareas de atencion medicay
ciencias sociales.
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