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> Inshort, it is a language model predicting words
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Code Language Models

> Inshort, it is a language model predicting words
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> Itis mainly used to predict code/programs

Wang, Y., Wang, W, Joty, S., & Hoi, S. C. (2021,
November). CodeT5: Identifier-aware Unified
Pre-trained Encoder-Decoder Models for Code
Understanding and Generation. In Proceedings of
the 2021 Conference on Empirical Methods in
Natural Language Processing (pp. 8696-8708).

[“Summarlze Python: def inc_value(x):.

["Generate Python: increment value" ]_L>
"Defect: if x=0: x += 1"] w

["Refme: if x=0; x += 1"

["Translate Python to C: if x==0: x += 1"
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|fx=—0 X +=1"

"if (x==0) {x += 1;}"




The Age of Code Language Models

The Evolutionary Path of Language Models for Code Opencoder
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Sun, Q, Chen, Z, Xu, F, Cheng, K., Ma, C., Yin, Z., .. & Wu, Z. (2024). A survey
of neural code intelligence: Paradigms, advances and beyond. arXiv
preprint arXiv:2403.14734.
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> (Mostly) Transformer-based



The Age of Code Language Models

1 The Evolutionary Path of Language Models for Code 5 Opencoder

> (Mostly) Transformer-based

> Decoder-Only Code LMs
grow fast, mainly for code
generation

Sun, Q, Chen, Z, Xu, F, Cheng, K., Ma, C., Yin, Z., .. & Wu, Z. (2024). A survey
of neural code intelligence: Paradigms, advances and beyond. arXiv
preprint arXiv:2403.14734.
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1 The Evolutionary Path of Language Models for Code s Opencoder

> (Mostly) Transformer-based

> Decoder-Only Code LMs
grow fast, mainly for code
generation

> From LMs trained on code, to
L.Ms trained on text and code

Sun, Q, Chen, Z, Xu, F, Cheng, K., Ma, C., Yin, Z., .. & Wu, Z. (2024). A survey
of neural code intelligence: Paradigms, advances and beyond. arXiv
preprint arXiv:2403.14734.
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> From Benchmarks to Real-world Applications

Copilotys impact w ‘ 30% baseline

increases over
time

https://github.blog/2023-06-27-the-economic-impact-of-the-ai-powe
red-developer-lifecycle-and-lessons-from-github-copilot/



Recent Trends of Code Language Models

> From Benchmarks to Real-world Applications

A quarter of startups in YC’s
current cohort have codebases

Copilot’s impact

30% baseline

increases over
time

that are almost entirely Al-
generated
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https://github.blog/2023-06-27-the-economic-impact-of-the-ai-powe https://techcrunch.com/2025/03/06/a-quarter-of-startups-in-ycs-curr
red-developer-lifecycle-and-lessons-from-github-copilot/ ent-cohort-have-codebases-that-are-almost-entirely-ai-generated/
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Recent Trends of Code Language Models

> Efficiency Matters!

Model Performance
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> Language models that write code with you

August 10, 2021

OpenAl Codex

We've created an improved version of OpenAl Codex, our Al system that translates natural

language to code, and we are releasing it through our APl in private beta starting today.

Start using Codex 2

https://openai.com/index/openai-codex/



Before: Language Models for Code Generation

> Language models that write code with you

August 10,2021 Introducing GitHub Copilot: your Al
pair programmer

OpenAl Codex

We've created an improved version of OpenAl Codex, our Al system that translates natural

language to code, and we are releasing it through our APl in private beta starting today. Technical preview

Your Al pai;programmer

Start using Codex 2

https://github.blog/news-insights/product-news/introducin
https://openai.com/index/openai-codex/ g-github-copilot-ai-pair-programmer/
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> Language model agents that write code for you

March 12, 2024

Introducing Devin, the first Al
software engineer

By Scott Wu

Devin is a tireless, skilled teammate, equally ready to build alongside you or independently complete

tasks for you to review.

With Devin, engineers can focus on more interesting problems and engineering teams can strive for

more ambitious goals.

https://cognition.ai/blog/introducing-devin
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> Language model agents that write code for you
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Goals of the Tutorial

We will cover a number of key developments on Code Intelligence (2021 - 2025),
with emphasis on the recent paradigms (2024 - 2025)

4@ Training
O Evaluation

O Applications and extensions

This tutorial is , and there is still a long way to best develop and
evaluate Code LMs for the real-world scenarios

O Existing research and key insights

0 Our perspectives on the current challenges & open problems
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10:55—11:15

11:15—11:35

11:356—11:55

11:56—12:10

12:10—12:20

12:20—12:30

Schedule

Section

Section 1: Introduction

Section 2: Preliminaries

Section 3: Post-training Code LMs: Supervised Fine-Tuning

Section 4: Post-training Code LMs: Reinforcement Learning

IQ & A Session II

@ 30min coffee break

coffee break
Section 5: Evaluating Code LMs: Function-level Code Generation

Section 6: Evaluating Code LMs: Repo-level & Agentic Code Generation
Section 7: Bridging between Code and Natural Language
Section 8: Special Topics

Section 9: Conclusion

IQ & A Session I
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Terry
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Binyuan

Terry
Zijian
Qian
Terry/Loubna

Terry



