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➢ Decoder-Only Code LMs 
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➢ From LMs trained on code, to 
LMs trained on text and code
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➢ Language models that write code with you

https://openai.com/index/openai-codex/
https://github.blog/news-insights/product-news/introducin
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❏ Training

❏ Evaluation

❏ Applications and extensions

➢ This tutorial is cutting-edge, and there is still a long way to best develop and 
evaluate Code LMs for the real-world scenarios

❏ Existing research and key insights

❏ Our perspectives on the current challenges & open problems
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